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REGULAMENTUL (UE) 2024/1689 AL PARLAMENTULUI EUROPEAN SI AL CONSILIULUI
din 13 iunie 2024

de stabilire a unor norme armonizate privind inteligenta artificiald si de modificare a Regulamentelor
(CE) nr. 300/2008, (UE) nr. 167/2013, (UE) nr. 168/2013, (UE) 2018858, (UE) 2018/1139 si (UE)
2019/2144 si a Directivelor 2014/90/UE, (UE) 2016/797 si (UE) 2020/1828 (Regulamentul privind
inteligenta artificiald)

(Text cu relevanti pentru SEE)

PARLAMENTUL EUROPEAN SI CONSILIUL UNIUNII EUROPENE,

avand in vedere Tratatul privind functionarea Uniunii Europene, in special articolele 16 si 114,
avand in vedere propunerea Comisiei Europene,

dupd transmiterea proiectului de act legislativ citre parlamentele nationale,

avand in vedere avizul Comitetului Economic si Social European (}),

avand in vedere avizul Bincii Centrale Europene (%),

avand in vedere avizul Comitetului Regiunilor (),

hotdrand in conformitate cu procedura legislativd ordinara (%),

intrucat:

(1) Scopul prezentului regulament este de a imbundtdti functionarea pietei interne prin stabilirea unui cadru juridic
uniform, in special pentru dezvoltarea, introducerea pe piatd, punerea in functiune si utilizarea de sisteme de
inteligentd artificiald (sisteme de IA) in Uniune, in conformitate cu valorile Uniunii, de a promova adoptarea unei
inteligente artificiale (IA) de incredere si centrate pe factorul uman, asigurdnd in acelasi timp un nivel ridicat de
protectie a sindtdtii, a sigurantei, a drepturilor fundamentale consacrate in Carta drepturilor fundamentale a Uniunii
Europene (denumitd in continuare ,carta”), inclusiv a democratiei, a statului de drept si a mediului, de a proteja
impotriva efectelor diundtoare ale sistemelor de IA in Uniune, precum si de a sprijini inovarea. Prezentul regulament
asigurd libera circulatie transfrontalierd a bunurilor si serviciilor bazate pe IA, impiedicand astfel statele membre sd
impund restrictii privind dezvoltarea, comercializarea si utilizarea sistemelor de IA, cu exceptia cazului in care acest
lucru este autorizat in mod explicit de prezentul regulament.

(2)  Prezentul regulament ar trebui si se aplice in conformitate cu valorile Uniunii consacrate in cartd, facilitind protectia
persoanelor fizice, a intreprinderilor, a democratiei, a statului de drept si a mediului, stimulind in acelasi timp
inovarea si ocuparea fortei de munci si asigurdnd Uniunii o pozitie de lider in adoptarea unei IA de incredere.

(3)  Sistemele de IA pot fi implementate cu usurintd intr-o mare varietate de sectoare ale economiei si in multe parti ale
societdtii, inclusiv la nivel transfrontalier, si pot circula cu usurintd in intreaga Uniune. Anumite state membre au
explorat deja adoptarea unor norme nationale pentru a se asigura cd IA este sigurd si de incredere si cd este
dezvoltatd si utilizatd in conformitate cu obligatiile in materie de drepturi fundamentale. Divergentele dintre normele
nationale pot duce la fragmentarea pietei interne si pot reduce gradul de securitate juridicd pentru operatorii care
dezvoltd, importd sau utilizeazd sisteme de IA. Prin urmare, ar trebui sd se asigure un nivel ridicat si consecvent de
protectie in intreaga Uniune pentru a se obtine o IA de incredere, iar divergentele care impiedica libera circulatie,
inovarea, implementarea si adoptarea sistemelor de IA si a produselor si serviciilor conexe in cadrul pietei interne ar
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trebui s3 fie prevenite, prin stabilirea unor obligatii uniforme pentru operatori si prin garantarea protectiei uniforme
a motivelor imperative de interes public major si a drepturilor persoanelor in intreaga piatd internd, in temeiul
articolului 114 din Tratatul privind functionarea Uniunii Europene (TFUE). In masura in care prezentul regulament
contine norme specifice de protectie a persoanelor fizice in contextul prelucrdrii datelor cu caracter personal,
referitoare la restrictiile de utilizare a sistemelor de IA pentru identificarea biometricd la distantd in scopul aplicarii
legii, la utilizarea sistemelor de IA pentru evaluarea riscurilor persoanelor fizice in scopul aplicarii legii si la utilizarea
sistemelor de 1A de clasificare biometricd in scopul aplicdrii legii, este oportun ca prezentul regulament sd se
intemeieze, in ceea ce priveste normele specifice respective, pe articolul 16 din TFUE. Avind in vedere normele
specifice respective si recurgerea la articolul 16 din TFUE, este oportun si se consulte Comitetul european pentru
protectia datelor.

(4) 1A este o familie de tehnologii cu evolutie rapida, care contribuie la o gami largd de beneficii economice, de mediu si
societale in intregul spectru de industrii si activititi sociale. Prin imbundtdtirea previziunilor, optimizarea
operatiunilor si a alocdrii resurselor, precum si prin personalizarea solutiilor digitale disponibile pentru persoane
fizice si organizatii, utilizarea IA poate oferi avantaje concurentiale esentiale intreprinderilor si poate sprijini
obtinerea de rezultate benefice din punct de vedere social si al mediului, in domenii precum ingrijirile de sdnitate,
agricultura, siguranta alimentard, educatia si formarea, mass-media, sportul, cultura, gestionarea infrastructurii,
energia, transporturile si logistica, serviciile publice, securitatea, justitia, eficienta energetic si a utilizarii resurselor,
monitorizarea mediului, conservarea si refacerea biodiversitatii si ecosistemelor, precum si atenuarea schimbdrilor
climatice si adaptarea la acestea.

(55 In acelasi timp, in functie de circumstantele legate de aplicarea si utilizarea sa specificd, precum si de nivelul siu
specific de dezvoltare tehnologicd, IA poate genera riscuri si poate aduce prejudicii intereselor publice si drepturilor
fundamentale care sunt protejate de dreptul Uniunii. Un astfel de prejudiciu ar putea fi material sau moral, inclusiv
de natura fizicd, psihologicd, societald sau economici.

(6)  Avand in vedere impactul major pe care IA il poate avea asupra societdtii si necesitatea de a genera incredere, este
esential ca IA si cadrul siu de reglementare si fie dezvoltate in concordantd cu valorile Uniunii consacrate la
articolul 2 din Tratatul privind Uniunea Europeand (TUE) si cu drepturile si libertitile fundamentale consacrate in
tratate si, potrivit articolului 6 din TUE, in cartd. Ca o conditie prealabild, IA ar trebui sd fie o tehnologie centrati pe
factorul uman. Aceasta ar trebui si le serveascd oamenilor ca un instrument, cu scopul final de a le spori bunistarea.

(7)  Pentru a asigura un nivel consecvent si ridicat de protectie a intereselor publice in ceea ce priveste sdnitatea,
siguranta si drepturile fundamentale, ar trebui sa fie stabilite norme comune pentru sistemele de IA cu grad ridicat de
risc. Normele respective ar trebui s fie in concordantd cu carta si ar trebui sd fie nediscriminatorii i in conformitate
cu angajamentele comerciale internationale ale Uniunii. De asemenea, ele ar trebui sd {ind seama de Declaratia
europeand privind drepturile i principiile digitale pentru deceniul digital si de Orientdrile in materie de eticd pentru
o IA fiabild ale Grupului independent de experti la nivel inalt privind inteligenta artificiala.

(8)  Prin urmare, este necesar un cadru juridic al Uniunii care si stabileascd norme armonizate privind IA pentru
a Incuraja dezvoltarea, utilizarea si adoptarea pe piata internd a IA si care si asigure, in acelasi timp, un nivel ridicat
de protectie a intereselor publice, cum ar fi sdndtatea si siguranta, si protectia drepturilor fundamentale, inclusiv
a democratiei, a statului de drept si a mediului, astfel cum sunt recunoscute si protejate de dreptul Uniunii. Pentru
atingerea acestui obiectiv, ar trebui si fie stabilite norme care si reglementeze introducerea pe piatd, punerea in
functiune si utilizarea anumitor sisteme de IA, asigurdnd astfel buna functionare a pietei interne si permitand
sistemelor respective s beneficieze de principiul liberei circulatii a bunurilor si a serviciilor. Normele respective ar
trebui sa fie clare si solide in ceea ce priveste protejarea drepturilor fundamentale, sprijinind noile solutii inovatoare,
permitand unui ecosistem european de actori publici §i privati sd creeze sisteme de IA in conformitate cu valorile
Uniunii si deblocand potentialul transformdrii digitale in toate regiunile Uniunii. Prin stabilirea normelor respective,
precum si a unor masuri de sustinere a inovirii cu un accent special pe intreprinderile mici si mijlocii (IMM), inclusiv
pe intreprinderile nou-infiintate, prezentul regulament sprijind obiectivul de promovare a abordirii europene
centrate pe factorul uman fatd de IA si de pozitionare ca lider mondial in dezvoltarea unei IA sigure, de incredere si
etice, astfel cum a afirmat Consiliul European (°), si asigurd protectia principiilor etice, astfel cum a solicitat in mod
expres Parlamentul European ().

) Consiliul European, Reuniunea extraordinard a Consiliului European (1-2 octombrie 2020) — Concluzii, EUCO 13/20, 2020, p. 6.
(°)  Rezolutia Parlamentului European din 20 octombrie 2020 continand recomandari adresate Comisiei privind cadrul de aspecte etice
asociate cu inteligenta artificiald, robotica si tehnologiile conexe, 2020/2012(INL).
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Normele armonizate aplicabile introducerii pe piatd, punerii in functiune si utilizarii sistemelor de IA cu grad ridicat
de risc ar trebui si fie stabilite in conformitate cu Regulamentul (CE) nr. 765/2008 al Parlamentului European si al
Consiliului ("), cu Decizia nr. 768/2008/CE a Parlamentului European si a Consiliului (¥) si cu Regulamen-
tul (UE) 2019/1020 al Parlamentului European si al Consiliului (°) (denumite in continuare ,noul cadru legislativ”).
Normele armonizate previzute in prezentul regulament ar trebui sd se aplice in toate sectoarele si, in conformitate
cu noul cadru legislativ, ar trebui s nu aducd atingere dreptului in vigoare al Uniunii, in special in ceea ce priveste
protectia datelor, protectia consumatorilor, drepturile fundamentale, ocuparea fortei de muncd, protectia lucratorilor
si siguranta produselor, cu care prezentul regulament este complementar. In consecint, toate drepturile si ciile de
atac previzute de dreptul Uniunii pentru consumatori si alte persoane asupra cirora sistemele de [A ar putea avea un
impact negativ, inclusiv in ceea ce priveste despagubirea pentru eventuale prejudicii prevdzutd in Directiva
85/374/CEE a Consiliului ('), rdman neafectate si pe deplin aplicabile. In plus, in contextul ocupirii fortei de munca
si al protectiei lucratorilor, prezentul regulament ar trebui asadar sd nu aducd atingere dreptului Uniunii privind
politica sociald si dreptului national al muncii, in conformitate cu dreptul Uniunii, in ceea ce priveste conditiile de
angajare si de muncd, inclusiv securitatea i sindtatea in munci si relatia dintre angajatori si lucritori. De asemenea,
prezentul regulament ar trebui si nu aducd atingere exercitdrii drepturilor fundamentale, astfel cum sunt
recunoscute in statele membre si la nivelul Uniunii, inclusiv dreptului sau libertdtii de a intra in grevd sau de
a intreprinde alte actiuni care tin de sistemele specifice de relatii de munci din statele membre, precum si dreptului
de a negocia, de a incheia si de a pune in aplicare contracte colective de munci sau de a desfasura actiuni colective in
conformitate cu dreptul intern. Prezentul regulament ar trebui si nu aducd atingere dispozitiilor care vizeazd
imbundtitirea conditiilor de muncd in ceea ce priveste munca prin intermediul platformelor, previzute intr-o
Directivd a Parlamentului European si a Consiliului privind imbundtdtirea conditiilor de muncd pentru lucrul prin
intermediul platformelor. In plus, prezentul regulament urmireste sd consolideze eficacitatea acestor drepturi si cii
de atac existente prin stabilirea unor cerinte §i obligatii specifice, inclusiv in ceea ce priveste transparenta,
documentatia tehnicd si pastrarea evidentelor sistemelor de IA. De asemenea, obligatiile impuse diferitilor operatori
implicati in lantul valoric al IA in temeiul prezentului regulament ar trebui sd se aplice fard a aduce atingere dreptului
intern, in conformitate cu dreptul Uniunii, avind ca efect limitarea utilizdrii anumitor sisteme de IA in cazul in care
dreptul respectiv nu intrd in domeniul de aplicare al prezentului regulament sau urmdreste alte obiective legitime de
interes public decat cele urmdrite de prezentul regulament. De exemplu, dreptul intern al muncii si dreptul intern
privind protectia minorilor, si anume a persoanelor cu varsta sub 18 ani, tinind seama de Comentariul general
nr. 25 (2021) la Conventia UNCRC cu privire la drepturile copiilor in legdturd cu mediul digital, in mdsura in care nu
sunt specifice sistemelor de IA §i urmdresc alte obiective legitime de interes public, ar trebui sd nu fie afectate de
prezentul regulament.

Dreptul fundamental la protectia datelor cu caracter personal este protejat in special de Regulamentele (UE)
2016/679 (1) si (UE) 2018/1725 (*») ale Parlamentului European si ale Consiliului si de Directiva (UE) 2016/680
a Parlamentului European si a Consiliului (**). Directiva 2002/58/CE a Parlamentului European si a Consiliului (*4)
protejeazd, in plus, viata privatd si confidentialitatea comunicatiilor, inclusiv prin faptul cd prevede conditii pentru
stocarea i accesarea pe echipamente terminale a oricdror date cu si fird caracter personal. Respectivele acte
legislative ale Uniunii asigurd temeiul prelucririi durabile si responsabile a datelor, inclusiv atunci cand seturile de
date contin un amestec de date cu caracter personal si date fard caracter personal. Prezentul regulament nu urmareste
sd aducd atingere aplicdrii dreptului in vigoare al Uniunii care reglementeaza prelucrarea datelor cu caracter personal,
nici sarcinilor si competentelor autorititilor de supraveghere independente care sunt competente sd monitorizeze
respectarea instrumentelor respective. Prezentul regulament nu aduce atingere nici obligatiilor furnizorilor si
implementatorilor de sisteme de IA in rolul lor de operatori de date sau de persoane imputernicite de operatori, care
decurg din dreptul Uniunii sau din dreptul national privind protectia datelor cu caracter personal, in mdsura in care
proiectarea, dezvoltarea sau utilizarea sistemelor de IA implicd prelucrarea de date cu caracter personal. De

Regulamentul (CE) nr. 765/2008 al Parlamentului European si al Consiliului din 9 iulie 2008 de stabilire a cerintelor de acreditare si
de abrogare a Regulamentului (CEE) nr. 339/93 (JO L 218, 13.8.2008, p. 30).

Decizia nr. 768/2008/CE a Parlamentului European si a Consiliului din 9 iulie 2008 privind un cadru comun pentru comercializarea
produselor si de abrogare a Deciziei 93/465/CEE a Consiliului (JO L 218, 13.8.2008, p. 82).

Regulamentul (UE) 2019/1020 al Parlamentului European si al Consiliului din 20 iunie 2019 privind supravegherea pietei si
conformitatea produselor si de modificare a Directivei 2004/42/CE si a Regulamentelor (CE) nr. 765/2008 si (UE) nr. 305/2011 (JO
L 169, 25.6.2019, p. 1).

Directiva 85/374|CEE a Consiliului din 25 iulie 1985 de apropiere a actelor cu putere de lege si a actelor administrative ale statelor
membre cu privire la rispunderea pentru produsele cu defect (JO L 210, 7.8.1985, p. 29).

Regulamentul (UE) 2016/679 al Parlamentului European si al Consiliului din 27 aprilie 2016 privind protectia persoanelor fizice in
ceea ce priveste prelucrarea datelor cu caracter personal si privind libera circulatie a acestor date si de abrogare a Directivei 95/46/CE
(Regulamentul general privind protectia datelor) (JO L 119, 4.5.2016, p. 1).

Regulamentul (UE) 2018/1725 al Parlamentului European si al Consiliului din 23 octombrie 2018 privind protectia persoanelor
fizice in ceea ce priveste prelucrarea datelor cu caracter personal de citre institutiile, organele, oficiile si agentiile Uniunii si privind
libera circulatie a acestor date si de abrogare a Regulamentului (CE) nr. 45/2001 si a Deciziei nr. 1247/2002/CE (JO L 295,
21.11.2018, p. 39).

Directiva (UE) 2016/680 a Parlamentului European si a Consiliului din 27 aprilie 2016 privind protectia persoanelor fizice referitor
la prelucrarea datelor cu caracter personal de citre autoritdtile competente in scopul prevenirii, depistdrii, investigdrii sau urmdririi
penale a infractiunilor sau al executdrii pedepselor si privind libera circulatie a acestor date si de abrogare a Deciziei-ca-
dru 2008/977(JAl a Consiliului (JO L 119, 4.5.2016, p. 89).

Directiva 2002/58/CE a Parlamentului European si a Consiliului din 12 iulie 2002 privind prelucrarea datelor personale si protejarea
confidentialitdtii in sectorul comunicatiilor publice (Directiva asupra confidentialititii si comunicatiilor electronice) (JO L 201,
31.7.2002, p. 37).
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asemenea, este oportun si se clarifice ¢ persoanele vizate continud si beneficieze de toate drepturile si garantiile
care le sunt acordate de dreptul Uniunii, printre care se numdrad drepturile legate de procesul decizional individual
complet automatizat, inclusiv crearea de profiluri. Normele armonizate pentru introducerea pe piatd, punerea in
functiune si utilizarea sistemelor de IA instituite in temeiul prezentului regulament ar trebui si faciliteze punerea in
aplicare efectivd si sd permitd exercitarea drepturilor persoanelor vizate si a altor cdi de atac garantate in temeiul
dreptului Uniunii privind protectia datelor cu caracter personal si a altor drepturi fundamentale.

(11)  Prezentul regulament ar trebui si nu aducd atingere dispozitiilor privind rispunderea furnizorilor de servicii
intermediare previzute in Regulamentul (UE) 2022/2065 al Parlamentului European si al Consiliului ().

(12)  Notiunea de ,sistem de IA” din prezentul regulament ar trebui si fie definitd in mod clar si ar trebui sd fie aliniatd
indeaproape la lucrdrile organizatiilor internationale care isi desfdsoard activitatea in domeniul IA, pentru a asigura
securitatea juridicd si a facilita convergenta internationald §i acceptarea pe scard largd, oferind in acelasi timp
flexibilitatea necesard pentru a tine seama de evolutiile tehnologice rapide din acest domeniu. In plus, definitia ar
trebui sd se bazeze pe caracteristicile esentiale ale sistemelor de IA, care le diferentiaza de sistemele software sau
abordirile de programare traditionale mai simple, si nu ar trebui si acopere sistemele care se bazeazd pe reguli
definite exclusiv de persoane fizice pentru a executa in mod automat anumite operatiuni. O caracteristicd esentiald
a sistemelor de IA este capabilitatea lor de a realiza deductii. Aceastd capabilitate se referd la procesul de obtinere
a rezultatelor, cum ar fi previziuni, continut, recomandari sau decizii, care pot influenta mediile fizice si virtuale,
precum si la capabilitatea sistemelor de IA de a deriva modele sau algoritmi, sau ambele, din date sau din datele de
intrare. Printre tehnicile folosite in timpul conceperii unui sistem de IA care fac posibild realizarea de deductii se
numdrd abordarile bazate pe invdtarea automatd, care presupun a invita, pe baza datelor, cum pot fi atinse anumite
obiective, si aborddrile bazate pe logicd si pe cunoastere, care presupun realizarea de deductii pornind de la
cunostinte codificate sau de la reprezentarea simbolicd a sarcinii de rezolvat. Capacitatea unui sistem de IA de
a realiza deductii depiseste simpla prelucrare de date, ficand posibile invitarea, rationamentul sau modelarea.
Termenul ,bazat pe calculator” se referd la faptul cd sistemele de IA ruleazd pe calculatoare. Trimiterea la obiective
explicite sau implicite subliniazd faptul cd sistemele de IA pot functiona in conformitate cu obiective definite
explicite sau cu obiective implicite. Obiectivele sistemului de IA pot fi diferite de scopul preconizat al sistemului de
IA intr-un context specific. In sensul prezentului regulament, mediile ar trebui si fie intelese ca fiind contextele in
care functioneazd sistemele de IA, in timp ce rezultatele generate de sistemele de IA reflectd diferitele functii
indeplinite de acestea si includ previziuni, continut, recomanddri sau decizii. Sistemele de IA sunt concepute pentru
a functiona cu diferite niveluri de autonomie, ceea ce inseamnd cd au un anumit grad de independentd a actiunilor
fatd de implicarea umand si anumite capabilitdti de a functiona fird interventie umana. Adaptabilitatea de care un
sistem de TA ar putea da dovadi dupd implementare se referd la capabilititile de autoinvitare, care permit sistemului
sd se modifice in timpul utilizarii. Sistemele de IA pot fi utilizate in mod independent sau ca o componentd a unui
produs, indiferent daci sistemul este integrat fizic in produs (incorporat) sau daci serveste functionalitatii produsului
fard a fi integrat in acesta (neincorporat).

(13)  Notiunea de ,implementator” mentionatd in prezentul regulament ar trebui si fie interpretatd ca ficand referire la
orice persoand fizicd sau juridicd, inclusiv la o autoritate publicd, o agentie sau un alt organism, care utilizeazd un
sistem de IA aflat sub autoritatea sa, cu exceptia cazului in care sistemul de IA este utilizat in cursul unei activitati
personale, fard caracter profesional. In functie de tipul de sistem de IA, utilizarea sistemului poate afecta alte
persoane decat implementatorul.

(14)  Notiunea de ,date biometrice” utilizatd in prezentul regulament ar trebui sd fie interpretatd in concordantd cu
notiunea de ,date biometrice”, astfel cum este definitd la articolul 4 punctul 14 din Regulamentul (UE) 2016/679, la
articolul 3 punctul 18 din Regulamentul (UE) 2018/1725 si la articolul 3 punctul 13 din Directiva (UE) 2016/680.
Datele biometrice pot permite autentificarea, identificarea sau clasificarea persoanelor fizice, precum si recunoasterea
emotiilor acestora.

(15) Notiunea de ,identificare biometricd” mentionatd in prezentul regulament ar trebui si fie definitd drept
recunoasterea automatd a unor trisituri umane fizice, fiziologice si comportamentale, precum fata, miscarile
ochilor, forma corpului, vocea, intonatia, mersul, postura, frecventa cardiacd, tensiunea arteriali, mirosul,
particularititile de tastare, in scopul de a stabili identitatea unei persoane comparand datele biometrice ale persoanei
respective cu date biometrice ale unor persoane stocate intr-o baza de date de referintd, indiferent dacd persoana in
cauzd si-a dat sau nu consimgdmantul. Nu se incadreazd aici sistemele de IA destinate a fi utilizate pentru verificarea
biometricd, care include autentificarea, al cdror unic scop este de a confirma cd o anumitd persoand fizicd este
persoana care sustine cd este si de a confirma identitatea unei persoane fizice cu unicul scop de a-i permite accesul la
un serviciu, deblocarea unui dispozitiv sau accesul securizat intr-o incinti.

(") Regulamentul (UE) 2022/2065 al Parlamentului European si al Consiliului din 19 octombrie 2022 privind o piatd unicd pentru
serviciile digitale si de modificare a Directivei 2000/31/CE (Regulamentul privind serviciile digitale) JO L 277, 27.10.2022, p. 1).
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(16)

(18)

(19)

Notiunea de ,clasificare biometricd” mentionatd in prezentul regulament ar trebui si fie definitd drept incadrarea
persoanelor fizice in categorii specifice pe baza datelor lor biometrice. Astfel de categorii specifice se pot referi la
aspecte precum sexul, varsta, culoarea pdrului, culoarea ochilor, tatuajele, trasdturile comportamentale sau de
personalitate, limba, religia, apartenenta la o minoritate nationald, orientarea sexuald sau politicd. Nu se incadreazd
aici sistemele de clasificare biometricd care constituie un element pur auxiliar legat intrinsec de un alt serviciu
comercial, ceea ce inseamnd cd, din motive tehnice obiective, elementul respectiv nu poate fi utilizat fard serviciul
principal, iar integrarea acelui element sau a acelei functionalititi nu este un mijloc de a eluda aplicabilitatea
normelor prezentului regulament. De exemplu, filtrele care clasificd caracteristicile faciale sau corporale utilizate pe
pietele online ar putea constitui un astfel de element auxiliar, deoarece pot fi utilizate numai in legitura cu serviciul
principal care constd in vanzarea unui produs, permitind consumatorului sd vizualizeze cum ar ardta produsul pe el
insusi si ajutandu-l sd ia o decizie de cumpdrare. Filtrele utilizate in cadrul serviciilor de retele de socializare care
clasifici caracteristicile faciale sau corporale pentru a permite utilizatorilor sd adauge sau sd modifice fotografii sau
materiale video ar putea, de asemenea, si fie considerate elemente auxiliare, deoarece un astfel de filtru nu poate fi
utilizat fird serviciul principal de retea de socializare care constd in partajarea de continut online.

Notiunea de ,sistem de identificare biometricd la distantd” mentionatd in prezentul regulament ar trebui si fie
definitd din punct de vedere functional ca fiind un sistem de IA destinat identificirii persoanelor fizice fird
implicarea activd a acestora, de reguld de la distantd, prin compararea datelor biometrice ale unei persoane cu datele
biometrice continute intr-o bazd de date de referintd, indiferent de tehnologia specificd, procesele specifice sau
tipurile specifice de date biometrice utilizate. Astfel de sisteme de identificare biometrici la distantd sunt utilizate, de
reguld, pentru a percepe mai multe persoane sau comportamentul acestora simultan, cu scopul de a facilita in mod
semnificativ identificarea persoanelor fizice fard implicarea lor activd. Nu se incadreazd aici sistemele de IA destinate
a fi utilizate pentru verificarea biometricd, care include autentificarea, al ciror unic scop este de a confirma cd
o anumitd persoand fizicd este persoana care sustine ci este si de a confirma identitatea unei persoane fizice cu
unicul scop de a-i permite accesul la un serviciu, deblocarea unui dispozitiv sau accesul securizat intr-o incintd.
Aceastd excludere este justificatd de faptul cd, cel mai probabil, astfel de sisteme au un impact minor asupra
drepturilor fundamentale ale persoanelor fizice in comparatie cu sistemele de identificare biometricd la distanta care
pot fi utilizate pentru prelucrarea datelor biometrice ale unui numdr mare de persoane fird implicarea lor activa. in
cazul sistemelor ,in timp real”, captarea datelor biometrice, compararea si identificarea se efectueazd instantaneu,
aproape instantaneu sau, in orice caz, fird intrzieri semnificative. In acest sens, nu ar trebui sd existe posibilitdti de
eludare a normelor prezentului regulament privind utilizarea ,in timp real” a sistemelor de IA in cauzd prin
prevederea unor intarzieri minore. Sistemele ,in timp real” implicd utilizarea de materiale ,in direct” sau ,aproape in
direct”, cum ar fi inregistrari video generate de o camera video sau de un alt dispozitiv cu functionalitate similara. in
schimb, in cazul sistemelor de identificare ,ulterioard”, datele biometrice au fost deja captate, iar compararea si
identificarea au loc numai dupd o intarziere semnificativa. In acest caz sunt utilizate materiale, cum ar fi imagini sau
inregistriri video generate de camere de televiziune cu circuit inchis sau de dispozitive private, care au fost generate
inainte de utilizarea sistemului in legdturd cu persoanele fizice in cauza.

Notiunea de ,sistem de recunoastere a emotiilor” mentionatd in prezentul regulament ar trebui si fie definitd ca un
sistem de IA destinat identificdrii sau deducerii emotiilor sau intentiilor persoanelor fizice pe baza datelor lor
biometrice. Notiunea se referd la emotii sau intentii precum fericirea, tristetea, furia, surpriza, dezgustul, stanjeneala,
entuziasmul, rusinea, dispretul, satisfactia si amuzamentul. Nu sunt incluse stiri fizice, cum ar fi durerea sau
oboseala, inclusiv, de exemplu, sistemele utilizate pentru detectarea stirii de oboseald a pilotilor sau conducitorilor
auto profesionisti in scopul prevenirii accidentelor. De asemenea, nu este inclusd simpla detectare a expresiilor,
gesturilor sau miscdrilor evidente, decat dacd sunt utilizate pentru identificarea sau deducerea emotiilor. Expresiile
respective pot fi expresii faciale de bazd, cum ar fi o incruntiturd sau un zambet, ori gesturi, cum ar fi miscarea
mainilor, a bratelor sau a capului, ori caracteristici ale vocii unei persoane, cum ar fi o voce ridicatd sau vorbitul in
soaptd.

In sensul prezentului regulament, notiunea de ,spatiu accesibil publicului” ar trebui si fie inteleas3 ca referindu-se la
orice spatiu fizic accesibil unui numdr nedeterminat de persoane fizice, indiferent daci spatiul in cauzid este
proprietate privatd sau publicd si indiferent de activitatea pentru care poate fi utilizat spatiul, cum ar fi comert, de
exemplu, magazine, restaurante, cafenele; servicii, de exemplu, bdnci, activitdti profesionale, structuri de primire
turisticd; sport, de exemplu, piscine, sili de sport, stadioane; transporturi, de exemplu, statii de autobuz si de metrou,
gdri, aeroporturi, mijloace de transport; divertisment, de exemplu, cinematografe, teatre, muzee, sili de concerte si
de conferinte, agrement sau altele, de exemplu, drumuri si piete publice, parcuri, piduri, terenuri de joaci. Totodatd,
un spatiu ar trebui s fie clasificat ca fiind accesibil publicului si in cazul in care, indiferent de capacitatea potentiald
sau de restrictiile de securitate, accesul este supus anumitor conditii prestabilite, care pot fi indeplinite de un numar
nedeterminat de persoane, cum ar fi achizitionarea unui bilet sau a unui titlu de transport, inregistrarea prealabild
sau conditia de a avea o anumita varsti. In schimb, un spatiu nu ar trebui si fie considerat accesibil publicului daci
accesul este limitat la anumite persoane fizice definite ca atare fie prin dreptul Uniunii, fie prin cel intern, in legiturd
directd cu siguranta sau securitatea publicd sau prin manifestarea clard de vointd a persoanei care detine autoritatea
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necesard asupra spatiului. Simpla posibilitate de acces (cum ar fi o usd descuiatd sau o poartd deschisd intr-un gard)
nu implicd faptul ci spatiul este accesibil publicului in prezenta unor indicatii sau circumstante care sugereazi
contrariul (de exemplu, semne care interzic sau restrictioneazd accesul). Sediile intreprinderilor si ale fabricilor,
precum si birourile si locurile de muncd care sunt destinate a fi accesate numai de cdtre angajatii si prestatorii de
servicii competenti sunt spatii care nu sunt accesibile publicului. Spatiile accesibile publicului nu ar trebui sd includd
inchisorile sau punctele de control la frontierd. Alte spatii pot cuprinde atat spatii accesibile publicului, cat si spatii
care nu sunt accesibile publicului, cum ar fi holul unei clddiri rezidentiale private, care trebuie parcurs pentru a avea
acces la un cabinet medical, sau un aeroport. Spatiile online nu sunt nici ele vizate, deoarece nu sunt spatii fizice. Cu
toate acestea, ar trebui sd se stabileascd de la caz la caz dacd un anumit spatiu este accesibil publicului, avand in
vedere particularititile situatiei individuale in cauza.

(20)  Pentru a obtine beneficii cat mai mari de pe urma sistemelor de IA, protejind in acelasi timp drepturile
fundamentale, sindtatea si siguranta, si pentru a permite controlul democratic, alfabetizarea in domeniul IA ar trebui
sd le ofere furnizorilor, implementatorilor si persoanelor afectate notiunile necesare pentru a lua decizii in cunostintd
de cauzd cu privire la sistemele de IA. Aceste notiuni pot varia in functie de contextul relevant si pot include
intelegerea aplicdrii corecte a elementelor tehnice in faza de dezvoltare a sistemului de 1A, misurile care trebuie
aplicate in timpul utilizdrii sale, modalitdtile adecvate de interpretare a rezultatelor sistemului de IA i, in cazul
persoanelor afectate, cunostintele necesare pentru a intelege impactul pe care il vor avea asupra lor deciziile luate cu
ajutorul TA. In contextul aplicirii prezentului regulament, alfabetizarea in domeniul IA ar trebui si ofere tuturor
actorilor relevanti din lantul valoric al IA informatiile necesare pentru a asigura conformitatea adecvatd si aplicarea
corectd a regulamentului. In plus, punerea in aplicare pe scard largd a misurilor de alfabetizare in domeniul 1A si
introducerea unor actiuni subsecvente adecvate ar putea contribui la imbunitatirea conditiilor de munci i, in cele
din urmad, ar putea sustine consolidarea unei IA de incredere si inovarea in acest domeniu in Uniune. Consiliul
european pentru inteligenta artificiald (denumit in continuare ,Consiliul IA”) ar trebui sd sprijine Comisia pentru
a promova instrumente de alfabetizare in domeniul IA, sensibilizarea publicului si intelegerea beneficiilor,
a riscurilor, a garantiilor, a drepturilor si a obligatiilor care decurg din utilizarea sistemelor de IA. In cooperare cu
partile interesate relevante, Comisia si statele membre ar trebui si faciliteze elaborarea unor coduri de conduiti
voluntare pentru a promova alfabetizarea in domeniul IA in randul persoanelor care se ocupd de dezvoltarea,
exploatarea si utilizarea IA.

(21)  Pentru a asigura conditii de concurentd echitabile si o protectie eficace a drepturilor si libertatilor persoanelor fizice
in intreaga Uniune, normele stabilite prin prezentul regulament ar trebui sd se aplice in mod nediscriminatoriu
furnizorilor de sisteme de IA, indiferent dacd sunt stabiliti in Uniune sau intr-o tard tertd, precum si
implementatorilor de sisteme de IA stabiliti in Uniune.

(22)  Avand in vedere natura lor digitald, anumite sisteme de IA ar trebui sd intre in domeniul de aplicare al prezentului
regulament chiar si atunci cidnd nu sunt introduse pe piatd, nu sunt puse in functiune si nu sunt utilizate in Uniune.
Acesta este cazul, de exemplu, al unui operator stabilit in Uniune care contracteazd anumite servicii unui operator
stabilit intr-o tard tertd in legdturd cu o activitate care urmeazd sd fie desfisuratd de un sistem de IA care s-ar califica
drept prezentand un grad ridicat de risc. In aceste circumstante, sistemul de IA utilizat de operator intr-o tard tertd ar
putea prelucra date colectate in Uniune si transferate din Uniune in mod legal si ar putea furniza operatorului
contractant din Uniune rezultatele produse de sistemul de IA respectiv ca urmare a prelucririi respective, fard ca
sistemul de IA si fie introdus pe piatd, pus in functiune sau utilizat in Uniune. Pentru a preveni eludarea prezentului
regulament si pentru a asigura o protectie eficace a persoanelor fizice situate in Uniune, prezentul regulament ar
trebui sd se aplice, de asemenea, furnizorilor si implementatorilor de sisteme de IA care sunt stabiliti intr-o tari tertd,
in masura in care rezultatele produse de sistemele respective sunt destinate a fi utilizate in Uniune. Cu toate acestea,
pentru a tine seama de acordurile existente si de nevoile speciale de cooperare viitoare cu partenerii strdini cu care se
fac schimburi de informatii si probe, prezentul regulament nu ar trebui s se aplice autoritdtilor publice ale unei tari
terte si organizatiilor internationale atunci cind acestea actioneazd in cadrul acordurilor internationale sau de
cooperare incheiate la nivelul Uniunii sau la nivel national pentru cooperarea in materie de aplicare a legii si
cooperarea judiciard cu Uniunea sau cu statele membre, cu conditia ca tara tertd sau organizatia internationald
relevantd si ofere garantii adecvate in ceea ce priveste protectia drepturilor si libertdtilor fundamentale ale
persoanelor. Dupd caz, acest lucru s-ar putea aplica activitdtilor desfasurate de entitdtile cdrora tarile terte le-au
incredintat indeplinirea unor sarcini specifice in sprijinul unei astfel de cooperari judiciare §i in materie de aplicare
a legii. Cadrele de cooperare sau acordurile sus-mentionate au fost incheiate bilateral intre statele membre si ari terte
sau intre Uniunea Europeand, Europol sau alte agentii ale Uniunii, pe de o parte, si tdri tere sau organizatii
internationale, pe de altd parte. Autoritdtile competente cu supravegherea autoritdtilor de aplicare a legii si
a autoritatilor judiciare in temeiul prezentului regulament ar trebui sd evalueze daci respectivele cadre de cooperare
sau acorduri internationale includ garantii adecvate in ceea ce priveste protectia drepturilor si libertdtilor
fundamentale ale persoanelor. Autorititile nationale destinatare si institutiile, organele, oficiile si agentiile Uniunii
care utilizeazd astfel de rezultate in Uniune rdman responsabile pentru asigurarea faptului ca utilizarea lor respectd
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dreptul Uniunii. La revizuirea acordurilor internationale respective sau la incheierea unor acorduri noi in viitor,
partile contractante ar trebui si depund toate eforturile pentru a alinia acordurile respective la cerintele prezentului
regulament.

Prezentul regulament ar trebui sd se aplice, de asemenea, institutiilor, organelor, oficiilor si agentiilor Uniunii atunci
cand acestea actioneazd in calitate de furnizor sau implementator al unui sistem de IA.

In cazul si in masura in care sistemele de IA sunt introduse pe piatd, puse in functiune sau utilizate cu sau fird
modificarea lor in scopuri militare, de apdrare sau de securitate nationald, sistemele respective ar trebui si fie excluse
din domeniul de aplicare al prezentului regulament, indiferent de tipul de entitate care desfdsoard activitatile
respective, de exemplu daci este o entitate publicd sau privata. In ceea ce priveste scopurile militare si de aparare,
o astfel de excludere este justificatd atat de articolul 4 alineatul (2) din TUE, cat si de particularititile politicii de
apdrare a statelor membre si ale politicii de apdrare comune a Uniunii, care intrd sub incidenta titlului V capitolul 2
din TUE; acestea fac obiectul dreptului international public, care este, prin urmare, cadrul juridic mai adecvat pentru
reglementarea sistemelor de IA in contextul utilizarii fortei letale si a altor sisteme de IA in contextul activitdtilor
militare si de apdrare. In ceea ce priveste obiectivele de securitate nationald, excluderea este justificatd atat de faptul
cd securitatea nationald rdmane responsabilitatea exclusivd a statelor membre in conformitate cu articolul 4
alineatul (2) din TUE, cat si de natura specificd si de nevoile operationale ale activititilor de securitate nationald si de
normele nationale specifice aplicabile activititilor respective. Insa, in cazul in care un sistem de IA dezvoltat,
introdus pe piatd, pus in functiune sau utilizat in scopuri militare, de aparare sau de securitate nationald este utilizat,
temporar sau permanent, in afara acestui cadru in alte scopuri, de exemplu in scopuri civile sau umanitare, de
aplicare a legii sau de securitate publicd, un astfel de sistem ar intra in domeniul de aplicare al prezentulul
regulament. In acest caz, entitatea care utilizeazd sistemul de IA in alte scopuri decét cele militare, de aparare sau de
securitate nationald ar trebui sd asigure conformitatea sistemului de IA cu prezentul regulament, cu exceptia cazului
in care sistemul respectd deja prezentul regulament. Sistemele de IA introduse pe piatd sau puse in functiune pentru
un scop care face obiectul excluderii, si anume in scop militar, de aparare sau de securitate nationald, si pentru unul
sau mai multe scopuri care nu fac obiectul excluderii, de exemplu in scopuri civile sau de aplicare a legii, intrd in
domeniul de aplicare al prezentului regulament, iar furnizorii sistemelor respective ar trebui sa asigure conformitatea
cu prezentul regulament. In aceste cazuri, faptul cd un sistem de IA poate intra in domeniul de aplicare al prezentului
regulament nu ar trebui sd afecteze posibilitatea ca entitdtile care desfdsoard activitdti de securitate nationald, de
apdrare si militare, indiferent de tipul de entitate care desfdsoard activititile respective, sd utilizeze sisteme de IA in
scopuri de securitate nationald, militare si de apdrare, utilizare care este exclusi din domeniul de aplicare al
prezentului regulament. Un sistem de IA introdus pe piatd in scopuri civile sau de aplicare a legii si care este utilizat
cu sau fird modificdri in scopuri militare, de aparare sau de securitate nationald nu ar trebui s intre in domeniul de
aplicare al prezentului regulament, indiferent de tipul de entitate care desfdsoard activititile respective.

Prezentul regulament ar trebui si sprijine inovarea, ar trebui si respecte libertatea stiintei si nu ar trebui sd
submineze activitatea de cercetare si dezvoltare. Prin urmare, este necesar si se excludd din domeniul siu de aplicare
sistemele si modelele de IA dezvoltate si puse in functiune in mod specific in scopul unic al cercetdrii si dezvoltarii
stiintifice. In plus, este necesar si se asigure cd prezentul regulament nu afecteazi intr-un alt mod activitatea de
cercetare i dezvoltare stiintificd privind sistemele sau modelele de IA inainte de a fi introduse pe piatd sau puse in
functiune. In ceea ce priveste activitatea de cercetare, testare si dezvoltare orientatd spre produse aferentd sistemelor
sau modelelor de IA, dispozitiile prezentului regulament nu ar trebui, de asemenea, si se aplice inainte ca aceste
sisteme $i modele s fie puse in functiune sau introduse pe piatd. Aceastd excludere nu aduce atingere obligatiei de
a respecta prezentul regulament in cazul in care un sistem de IA aflat sub incidenta prezentului regulament este
introdus pe piatd sau pus in functiune ca urmare a unei astfel de activitati de cercetare si dezvoltare, si nici aplicarii
dispozitiilor privind spatiile de testare in materie de reglementare in domeniul IA si testarea in conditii reale. in plus,
fard a aduce atingere excluderii sistemelor de IA dezvoltate si puse in functiune in mod specific in scopul unic al
cercetdrii si dezvoltdrii stiintifice, orice alt sistem de IA care poate fi utilizat pentru desfisurarea oricarei activitdti de
cercetare si dezvoltare ar trebui si facd in continuare obiectul dispozitiilor prezentului regulament. In orice caz, toate
activitdtile de cercetare si dezvoltare ar trebui sd se desfdsoare in conformitate cu standardele etice si profesionale
recunoscute pentru cercetarea stiintificd, precum si in conformitate cu dreptul aplicabil al Uniunii.

Pentru a introduce un set proportional si eficace de norme obligatorii pentru sistemele de A, ar trebui si fie urmata
o abordare bazatd pe riscuri clar definitd. Aceastd abordare ar trebui sd adapteze tipul si continutul unor astfel de
norme la intensitatea si amploarea riscurilor pe care le pot genera sistemele de IA. Prin urmare, este necesar si se
interzicd anumite practici in domeniul IA care sunt inacceptabile, sd se stabileascd cerinte pentru sistemele de IA cu
grad ridicat de risc si obligatii pentru operatorii relevanti si si se stabileascd obligatii in materie de transparentd
pentru anumite sisteme de IA.
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(27)  Desi abordarea bazatd pe riscuri reprezintd temelia pentru un set proportional si eficace de norme obligatorii, este
important sa se reaminteascd Orientdrile in materie de eticd pentru o IA fiabild din 2019, elaborate de Grupul
independent de experti la nivel inalt privind IA numit de Comisie. In orientirile respective, grupul de experti
a elaborat sapte principii etice fard caracter obligatoriu pentru IA, care sunt menite sd contribuie la asigurarea
faptului cd IA este de incredere si cd este solidd din punct de vedere etic. Cele sapte principii sunt: implicarea si
supravegherea umand; robustetea tehnicd si siguranta; respectarea vietii private si guvernanta datelor; transparenta;
diversitatea, nediscriminarea si echitatea; bundstarea sociald si de mediu §i asumarea raspunderii. Fird a aduce
atingere cerintelor obligatorii din punct de vedere juridic previzute in prezentul regulament si in orice alt act
legislativ aplicabil al Uniunii, aceste orientdri contribuie la conceperea unei IA coerente, de incredere si centrate pe
factorul uman, in conformitate cu carta si cu valorile pe care se intemeiazd Uniunea. Potrivit orientdrilor Grupului de
experti la nivel inalt privind IA, implicarea si supravegherea umand inseamnd cd sistemele de IA sunt dezvoltate si
utilizate ca un instrument ce serveste oamenilor, respectd demnitatea umand si autonomia personald si functioneaza
intr-un mod care poate fi controlat si supravegheat in mod corespunzdtor de citre oameni. Robustetea tehnicd si
siguranta inseamnd cd sistemele de IA sunt dezvoltate si utilizate intr-un mod care asigurd robustetea in caz de
probleme si rezilienta la incercdrile de a modifica utilizarea sau performanta sistemului de IA in vederea permiterii
utilizdrii ilegale de citre terti si care reduce la minimum prejudiciile neintentionate. Respectarea vietii private si
guvernanta datelor inseamnd cd sistemele de IA sunt dezvoltate si utilizate in conformitate cu normele privind
protectia vietii private si a datelor si cd, in acelasi timp, se prelucreazd date care respectd standarde ridicate de calitate
si de integritate. Transparenta inseamnd cd sistemele de IA sunt dezvoltate si utilizate intr-un mod care permite
trasabilitatea si explicabilitatea adecvate, aducand totodatd la cunostinta oamenilor faptul cd interactioneazi sau
comunicd cu un sistem de IA si informand in mod corespunzitor implementatorii cu privire la capabilititile si
limitele respectivului sistem de IA si persoanele afectate cu privire la drepturile lor. Diversitatea, nediscriminarea si
echitatea inseamnd cd sistemele de IA sunt dezvoltate si utilizate intr-un mod care presupune implicarea a diversi
actori si promoveazd accesul egal, egalitatea de gen si diversitatea culturald, evitdnd totodatd efectele discriminatorii
si prejudecdtile inechitabile interzise prin dreptul Uniunii sau dreptul intern. Bunistarea sociali si de mediu inseamna
cd sistemele de IA sunt dezvoltate si utilizate intr-un mod durabil, care respectd mediul si care aduce beneficii tuturor
fiintelor umane, monitorizandu-se si evaludndu-se totodatd efectele pe termen lung asupra persoanelor, a societdtii si
a democratiei. Aplicarea acestor principii ar trebui si fie transpusd, atunci cand este posibil, in conceperea si
utilizarea modelelor de IA. Tn orice caz, aceste principii ar trebui sd serveascd drept bazi pentru elaborarea codurilor
de conduitd in temeiul prezentului regulament. Toate pdrtile interesate, inclusiv industria, mediul academic,
societatea civild si organizatiile de standardizare, sunt incurajate sd ia in considerare, dupd caz, principiile etice
pentru dezvoltarea de bune practici si standarde voluntare.

(28)  Pe langd numeroasele utiliziri benefice ale 1A, aceasta poate fi utilizatd si in mod abuziv §i poate oferi instrumente
noi si puternice pentru practici de manipulare, exploatare si control social. Astfel de practici sunt deosebit de nocive
si abuzive si ar trebui si fie interzise deoarece contravin valorilor Uniunii privind respectarea demnitatii umane,
a libertdtii, a egalitdtii, a democratiei si a statului de drept, precum si a drepturilor fundamentale consacrate in cartd,
inclusiv dreptul la nediscriminare, la protectia datelor si la viata privatd si drepturile copilului.

(29)  Tehnicile de manipulare bazate pe IA pot fi utilizate pentru a convinge anumite persoane si manifeste
comportamente nedorite sau pentru a le insela, impingandu-le si ia decizii intr-un mod care le submineazd si le
afecteazd autonomia, capacitatea decizionald si libera alegere. Introducerea pe piatd, punerea in functiune sau
utilizarea anumitor sisteme de IA avand drept obiectiv sau drept efect denaturarea semnificativd a comportamentului
uman, caz in care este probabil si se producd prejudicii semnificative, mai ales cu efecte negative suficient de
importante asupra sandtatii fizice sau psihologice ori a intereselor financiare, sunt deosebit de periculoase i, prin
urmare, ar trebui sd fie interzise. Astfel de sisteme de IA implementeazd componente subliminale, cum ar fi stimuli
audio, sub formd de imagini sau video, pe care persoanele nu le pot percepe intrucat stimulii respectivi depdsesc
perceptia umand, sau alte tehnici manipulatoare sau inselitoare care submineazd sau afecteazd autonomia,
capacitatea decizionald sau libera alegere ale unei persoane in astfel de moduri incat oamenii nu sunt constienti de
astfel de tehnici sau, chiar daci sunt constienti de acestea, tot pot fi ingelati sau sunt incapabili si le controleze sau si
li se opund. Acest lucru ar putea fi facilitat, de exemplu, de interfetele masind-creier sau de realitatea virtuald,
deoarece acestea permit un nivel mai ridicat de control asupra stimulilor prezentati persoanelor, in misura in care
acesti stimuli pot denatura semnificativ comportamentul persoanelor intr-un mod deosebit de diunitor. In plus,
sistemele de IA pot exploata si in alte moduri vulnerabilititile unei persoane sau ale unui anumit grup de persoane
din cauza varstei sau a dizabilitdtii acestora in sensul Directivei (UE) 2019/882 a Parlamentului European si
a Consiliului (*%) sau din cauza unei situatii sociale sau economice specifice care este susceptibild si sporeascd
vulnerabilitatea la exploatare a persoanelor respective, cum ar fi persoanele care triiesc in sdrdcie extrema sau care
apartin minoritdtilor etnice sau religioase. Astfel de sisteme de IA pot fi introduse pe piatd, puse in functiune sau
utilizate avand drept obiectiv sau drept efect denaturarea semnificativd a comportamentului unei persoane, intr-un
mod care cauzeazd sau este susceptibil in mod rezonabil sd cauzeze prejudicii semnificative persoanei respective sau
grupului respectiv ori unei alte persoane sau altor grupuri de persoane, inclusiv prejudicii care se pot acumula in

(") Directiva (UE) 2019/882 a Parlamentului European si a Consiliului din 17 aprilie 2019 privind cerintele de accesibilitate aplicabile
produselor si serviciilor JO L 151, 7.6.2019, p. 70).
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timp, si, prin urmare, ar trebui si fie interzise. Este posibil sd nu se poatd presupune cd existd intentia de a denatura
comportamentul in cazul in care denaturarea rezultd din factori externi sistemului de IA asupra cdrora furnizorul sau
implementatorul nu detine controlul, si anume factori care ar putea sd nu fie previzuti in mod rezonabil si, prin
urmare, si nu poatd fi atenuati de citre furnizorul sau implementatorul sistemului de IA. In orice caz, nu este
necesar ca furnizorul sau implementatorul si aibd intentia de a cauza un prejudiciu semnificativ, cu conditia ca un
astfel de prejudiciu si rezulte din practicile de manipulare sau de exploatare bazate pe IA. Interdictiile privind astfel
de practici in domeniul IA sunt complementare dispozitiilor cuprinse in Directiva 2005/29/CE a Parlamentului
European si a Consiliului (7), in special faptul cd practicile comerciale neloiale care conduc la prejudicii economice
sau financiare pentru consumatori sunt interzise in toate circumstantele, indiferent dacd sunt puse in aplicare prin
intermediul sistemelor de IA sau in alt mod. Interdictiile privind practicile de manipulare si exploatare prevazute in
prezentul regulament nu ar trebui si afecteze practicile legale in contextul tratamentului medical, cum ar fi
tratamentul psihologic al unei boli mintale sau reabilitarea fizicd, atunci cand practicile respective se desfisoard in
conformitate cu dreptul si cu standardele medicale aplicabile, de exemplu in ceea ce priveste consimtdmantul explicit
al persoanelor in cauzd sau al reprezentantilor lor legali. In plus, practicile comerciale comune si legitime, de
exemplu in domeniul publicitdtii, care respectd dreptul aplicabil nu ar trebui si fie considerate, in sine, ca
reprezentand practici ddunitoare de manipulare bazate pe IA.

Sistemele de clasificare biometricd care se bazeazd pe datele biometrice ale persoanelor fizice, cum ar fi fata sau
amprentele digitale ale unei persoane, pentru a face presupuneri sau deductii cu privire la opiniile politice,
apartenenta la un sindicat, convingerile religioase sau filozofice, rasa, viata sexuald sau orientarea sexuald ale unei
persoane ar trebui si fie interzise. Aceastd interdictie nu ar trebui si se refere la etichetarea, filtrarea sau clasificarea
legald, in functie de datele biometrice, a seturilor de date biometrice obtinute in conformitate cu dreptul Uniunii sau
cu dreptul intern, cum ar fi sortarea imaginilor in functie de culoarea parului sau de culoarea ochilor, care poate fi
utilizatd, de exemplu, in domeniul aplicarii legii.

Sistemele de IA care permit atribuirea unui punctaj social persoanelor fizice de citre actori privati sau publici pot
genera rezultate discriminatorii si excluderea anumitor grupuri. Acestea pot incdlca dreptul la demnitate si
nediscriminare, precum si valorile egalitatii si justitiei. Astfel de sisteme de IA evalueazi sau clasificd persoanele fizice
sau grupurile de persoane pe baza mai multor puncte de date legate de comportamentul lor social in contexte
multiple sau de caracteristici personale sau de personalitate cunoscute, deduse sau preconizate de-a lungul anumitor
perioade de timp. Punctajul social obtinut din astfel de sisteme de IA poate duce la un tratament prejudiciabil sau
nefavorabil al persoanelor fizice sau al unor grupuri intregi de astfel de persoane in contexte sociale care nu au
legaturd cu contextul in care datele au fost initial generate sau colectate sau la un tratament prejudiciabil care este
disproportionat sau nejustificat in raport cu gravitatea comportamentului lor social. Sistemele de IA care implicd
astfel de practici inacceptabile de atribuire a unui punctaj si care conduc la astfel de rezultate prejudiciabile sau
nefavorabile ar trebui, prin urmare, si fie interzise. Aceastd interdictie nu ar trebui s afecteze practicile legale de
evaluare a persoanelor fizice care sunt realizate intr-un scop specific in conformitate cu dreptul Uniunii si cu dreptul
national.

Utilizarea sistemelor de IA pentru identificarea biometricd la distantd ,in timp real” a persoanelor fizice in spatiile
accesibile publicului in scopul aplicdrii legii este deosebit de intruzivd pentru drepturile si libertdtile persoanelor in
cauzd, in misura in care poate afecta viata privatd a unei parti mari a populatiei, poate inspira un sentiment de
supraveghere constantd si poate descuraja indirect exercitarea libertatii de intrunire si a altor drepturi fundamentale.
Inexactitdtile tehnice ale sistemelor de IA destinate identificarii biometrice la distantd a persoanelor fizice pot
conduce la rezultate distorsionate de prejudeciti si pot avea efecte discriminatorii. Astfel de rezultate distorsionate si
efecte discriminatorii posibile sunt deosebit de relevante in ceea ce priveste varsta, etnia, rasa, sexul sau dizabilitatea.
In plus, caracterul imediat al impactului si posibilittile limitate de a efectua verificiri sau corectii suplimentare in
ceea ce priveste utilizarea unor astfel de sisteme care functioneazd in timp real implicd riscuri sporite pentru
drepturile si libertdtile persoanelor vizate in contextul activitdtilor de aplicare a legii sau impactate de acestea.

Prin urmare, utilizarea sistemelor respective in scopul aplicirii legii ar trebui si fie interzisa, cu exceptia situatiilor
enumerate in mod exhaustiv si definite in mod precis in care utilizarea este strict necesard pentru un interes public
substantial, a cirui importantd este superioard riscurilor. Situatiile respective implicd ciutarea anumitor victime ale
unor infractiuni, inclusiv persoane disparute, anumite amenintari la adresa vietii sau a sigurantei fizice a persoanelor
fizice sau privind un atac terorist si localizarea sau identificarea autorilor infractiunilor enumerate intr-o anexd la
prezentul regulament sau a persoanelor suspectate de acestea, in cazul in care infractiunile respective se pedepsesc in

Directiva 2005/29/CE a Parlamentului European si a Consiliului din 11 mai 2005 privind practicile comerciale neloiale ale
intreprinderilor de pe piata internd fagd de consumatori si de modificare a Directivei 84/450/CEE a Consiliului, a Directivelor
97(7|CE, 98/27|CE si 2002/65/CE ale Parlamentului European si ale Consiliului si a Regulamentului (CE) nr. 2006/2004 al
Parlamentului European si al Consiliului (,Directiva privind practicile comerciale neloiale”) (JO L 149, 11.6.2005, p. 22).
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statul membru in cauzi cu o pedeapsd sau o masurd de sigurantd privativa de libertate pentru o perioadd maxima de
cel putin patru ani si astfel cum sunt definite in dreptul intern al statului membru respectiv. Un astfel de prag pentru
pedeapsa sau masura de sigurantd privativa de libertate in conformitate cu dreptul intern contribuie la asigurarea
faptului cd infractiunea ar trebui sd fie suficient de gravd pentru a justifica eventual utilizarea sistemelor de
identificare biometricd la distantd ,in timp real”. In plus, lista infractiunilor previzutd in anexa la prezentul
regulament se bazeazd pe cele 32 de infractiuni enumerate in Decizia-cadru 2002/584[JAI a Consiliului (*$), tinand
seama de faptul cd unele infractiuni sunt, in practicd, susceptibile sd fie mai relevante decat altele, in sensul ¢
recurgerea la identificarea biometricd la distantd ,in timp real” ar putea, in mod previzibil, fi necesard si
proportionald in grade foarte diferite pentru urmarirea practicd a localizdrii sau a identificarii unui autor al diferitelor
infractiuni enumerate sau a unei persoane suspectate de acestea, si avand in vedere diferentele probabile in ceea ce
priveste gravitatea, probabilitatea si amploarea prejudiciului sau posibilele consecinte negative. O amenintare
iminenta la adresa vietii sau a sigurantei fizice a unor persoane fizice ar putea rezulta si dintr-o perturbare gravd
a infrastructurii critice, astfel cum este definitd la articolul 2 punctul 4 din Directiva (UE) 2022/2557 a Parlamentului
European si a Consiliului (%), in cazul in care perturbarea sau distrugerea unei astfel de infrastructuri critice ar genera
o amenintare iminentd la adresa vietii sau a sigurantei fizice a unei persoane, inclusiv prin afectarea gravi
a aproviziondrii cu produse de bazi a populatiei sau a exercitdrii functiilor de bazd ale statului. In plus, prezentul
regulament ar trebui sd mentind capacitatea autoritdtilor de aplicare a legii, de control la frontiere, de imigratie sau de
azil de a efectua controale de identitate in prezenta persoanei vizate, in conformitate cu conditiile previzute in
dreptul Uniunii si in cel intern pentru astfel de controale. In special, autorititile de aplicare a legii, de control la
frontiere, de imigratie sau de azil ar trebui sd poatd utiliza sistemele de informatii, in conformitate cu dreptul Uniunii
sau cu cel intern, pentru a identifica persoane care, in cursul unui control de identitate, fie refuza si fie identificate,
fie sunt incapabile sd isi declare sau sd isi dovedeascd identitatea, fdrd ca autoritdtile in cauzd sd fie obligate prin
prezentul regulament si obtind o autorizatie prealabild. Ar putea fi vorba, de exemplu, de o persoand implicatd intr-o
infractiune care fie nu doreste, fie, din cauza unui accident sau a unei afectiuni medicale, nu poate s isi divulge
identitatea autoritatilor de aplicare a legii.

Pentru a se asigura ci sistemele respective sunt utilizate in mod responsabil si proportional, este de asemenea
important s se stabileasca faptul cd, in fiecare dintre aceste situatii enumerate in mod exhaustiv si precis definite, ar
trebui sd fie luate in considerare anumite elemente, in special in ceea ce priveste natura situatiei care a stat la baza
cererii §i consecintele utilizdrii asupra drepturilor si libertdtilor tuturor persoanelor vizate, precum si garantiile si
conditiile previzute pentru utilizare. In plus, ar trebui s se recurg la utilizarea sistemelor de identificare biometricd
la distantd ,in timp real” in spatiile accesibile publicului in scopul aplicarii legii numai pentru a confirma identitatea
persoanei vizate in mod specific si aceastd utilizare ar trebui sa se limiteze la ceea ce este strict necesar din punct de
vedere al perioadei de timp, precum si al sferei de aplicare geograficd si personald, avand in vedere in special dovezile
sau indicatiile privind amenintdrile, victimele sau autorul infractiunii. Utilizarea sistemului de identificare biometricd
la distanta in timp real in spatiile accesibile publicului ar trebui si fie autorizati numai daci autoritatea relevanti de
aplicare a legii a finalizat o evaluare a impactului asupra drepturilor fundamentale i, cu exceptia cazului in care se
prevede altfel in prezentul regulament, a inregistrat sistemul in baza de date prevdzutd in prezentul regulament. Baza
de date de referintd a persoanelor ar trebui sd fie adecvatd pentru fiecare caz de utilizare in fiecare dintre situatiile
mentionate mai sus.

Fiecare utilizare a unui sistem de identificare biometrici la distantd ,in timp real” in spatiile accesibile publicului in
scopul aplicdrii legii ar trebui sd facd obiectul unei autorizdri exprese si specifice de citre o autoritate judiciari sau
o autoritate administrativd independentd a unui stat membru a cdrei decizie este obligatorie. O astfel de autorizatie ar
trebui, in principiu, sd fie obtinutd inainte de utilizarea sistemului de IA in vederea identificarii uneia sau mai multor
persoane. Ar trebui s fie permise exceptii de la aceastd reguld in situatii justificate in mod corespunzdtor din motive
de urgentd, si anume in situatiile in care necesitatea de a utiliza sistemele in cauzd este de naturd si facd imposibild in
mod efectiv si obiectiv obtinerea unei autorizatii inainte de inceperea utilizarii sistemului de IA. In astfel de situatii de
urgentd, utilizarea sistemului de IA ar trebui sd fie limitatd la ceea ce este minim si absolut necesar si ar trebui s facd
obiectul unor garantii si conditii adecvate, astfel cum sunt stabilite in dreptul intern si specificate de cdtre insasi
autoritatea de aplicare a legii in contextul fiecirui caz individual de utilizare urgentd. In plus, in astfel de situati,
autoritatea de aplicare a legii ar trebui sd solicite o astfel de autorizatie si sd furnizeze in acelasi timp motivele pentru
care nu a fost in masurd sd o solicite mai devreme, fdrd intarzieri nejustificate si cel tarziu in termen de 24 de ore. in
cazul in care solicitarea unei astfel de autorizatii este respinsd, utilizarea sistemelor de identificare biometrica in timp
real legate de autorizatia respectivd ar trebui sd inceteze cu efect imediat si toate datele legate de utilizarea respectivd
ar trebui si fie inldturate si sterse. Aceste date includ datele de intrare dobandite direct de un sistem de IA in cursul

Decizia-cadru 2002/584/JAl a Consiliului din 13 iunie 2002 privind mandatul european de arestare si procedurile de predare intre
statele membre (JO L 190, 18.7.2002, p. 1).

Directiva (UE) 2022/2557 a Parlamentului European si a Consiliului din 14 decembrie 2022 privind rezilienta entitdtilor critice si de
abrogare a Directivei 2008/114/CE a Consiliului (JO L 333, 27.12.2022, p. 164).
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utilizdrii unui astfel de sistem, precum si rezultatele si produsele obtinute in cadrul utilizarii legate de autorizatia
respectivd, dar nu ar trebui sd includi datele de intrare dobandite in mod legal in conformitate cu un alt act legislativ
al Uniunii sau national. In orice caz, nicio decizie care produce un efect juridic negativ asupra unei persoane nu ar
trebui si fie luatd exclusiv pe baza unui produs al sistemului de identificare biometricd la distantd.

(36)  Pentru a-si indeplini sarcinile in conformitate cu cerintele previzute in prezentul regulament, precum si in normele
nationale, autoritatea relevantd de supraveghere a pietei si autoritatea nationald pentru protectia datelor ar trebui sd
fie notificate cu privire la fiecare utilizare a sistemului de identificare biometricd in timp real. Autoritdtile de
supraveghere a pietei si autoritdtile nationale pentru protectia datelor care au fost notificate ar trebui si prezinte
Comisiei un raport anual privind utilizarea sistemelor de identificare biometricd in timp real.

(37)  In plus, este oportun si se prevadd, in cadrul exhaustiv stabilit de prezentul regulament, c o astfel de utilizare pe
teritoriul unui stat membru in conformitate cu prezentul regulament ar trebui sd fie posibild numai in cazul i in
mdsura in care statul membru respectiv a decis sd prevadd in mod expres posibilitatea de a autoriza o astfel de
utilizare in normele sale detaliate de drept intern. In consecintd, in temeiul prezentului regulament, statele membre
au in continuare libertatea de a nu prevedea o astfel de posibilitate sau de a prevedea o astfel de posibilitate numai in
ceea ce priveste unele dintre obiectivele care pot justifica utilizarea autorizatd identificate in prezentul regulament.
Astfel de norme nationale ar trebui sd fie notificate Comisiei in termen de 30 de zile de la adoptare.

(38)  Utilizarea sistemelor de IA pentru identificarea biometricd la distantd in timp real a persoanelor fizice in spatiile
accesibile publicului in scopul aplicirii legii implicd in mod necesar prelucrarea de date biometrice. Normele din
prezentul regulament care interzic, sub rezerva anumitor exceptii, o astfel de utilizare, care se intemeiazd pe
articolul 16 din TFUE, ar trebui sd se aplice ca lex specialis in ceea ce priveste normele privind prelucrarea datelor
biometrice prevazute la articolul 10 din Directiva (UE) 2016/680, reglementind astfel in mod exhaustiv aceastd
utilizare si prelucrarea datelor biometrice implicate. Prin urmare, o astfel de utilizare si prelucrare ar trebui si fie
posibile numai in mdsura in care sunt compatibile cu cadrul stabilit de prezentul regulament, fird a exista, in afara
cadrului respectiv, posibilitatea ca autoritdtile competente, atunci cind actioneazd in scopul aplicarii legii, sd utilizeze
astfel de sisteme si sd prelucreze astfel de date in legiturd cu utilizarea respectivd din motivele enumerate la
articolul 10 din Directiva (UE) 2016/680. In acest context, prezentul regulament nu este menit si ofere temeiul
juridic pentru prelucrarea datelor cu caracter personal in baza articolului 8 din Directiva (UE) 2016/680. Cu toate
acestea, utilizarea sistemelor de identificare biometricd la distantd in timp real in spatii accesibile publicului in alte
scopuri decat cele de aplicare a legii, inclusiv de citre autorititile competente, nu ar trebui si facd obiectul cadrului
specific privind o astfel de utilizare in scopul aplicdrii legii stabilit de prezentul regulament. Prin urmare, o astfel de
utilizare in alte scopuri decat aplicarea legii nu ar trebui si facd obiectul solicitdrii unei autorizatii in temeiul
prezentului regulament si al normelor de drept intern detaliate aplicabile prin care autorizatia respectivd poate
produce efecte.

(39)  Orice prelucrare de date biometrice si alte date cu caracter personal implicate in utilizarea sistemelor de IA pentru
identificarea biometricd, alta decat in legdturd cu utilizarea sistemelor de identificare biometricd la distantd in timp
real in spatii accesibile publicului in scopul aplicdrii legii, astfel cum este reglementatd de prezentul regulament, ar
trebui si respecte in continuare toate cerintele care decurg din articolul 10 din Directiva (UE) 2016/680. In ceea ce
priveste alte scopuri decat aplicarea legii, articolul 9 alineatul (1) din Regulamentul (UE) 2016/679 si articolul 10
alineatul (1) din Regulamentul (UE) 2018/1725 interzic prelucrarea de date biometrice, sub rezerva unor exceptii
limitate previzute la articolele respective. In vederea aplicirii articolului 9 alineatul (1) din Regulamentul (UE)
2016/679, utilizarea identificarii biometrice la distantd in alte scopuri decit aplicarea legii a ficut deja obiectul unor
decizii de interzicere luate de autoritdtile nationale pentru protectia datelor.

(40)  In conformitate cu articolul 6a din Protocolul nr. 21 privind pozitia Regatului Unit si a Irlandei in ceea ce priveste
spatiul de libertate, securitate si justitie, anexat la TUE si la TFUE, Irlandei nu ii revin obligatii in temeiul normelor
previdzute la articolul 5 alineatul (1) primul paragraf litera (g) in masura in care se aplicd utilizdrii sistemelor de
clasificare biometricd pentru activititi in domeniul cooperdrii politienesti si al cooperdrii judiciare in materie penald,
la articolul 5 alineatul (1) primul paragraf litera (d) in masura in care se aplicd utilizarii sistemelor de IA care intrd
sub incidenta dispozitiei respective, la articolul 5 alineatul (1) primul paragraf litera (h) si alineatele (2)-(6) si la
articolul 26 alineatul (10) din prezentul regulament adoptate in temeiul articolului 16 din TFUE, referitoare la
prelucrarea datelor cu caracter personal de citre statele membre atunci cand exercitd activitdti care intrd in domeniul
de aplicare al partii a treia titlul V capitolul 4 sau 5 din TFUE, in cazurile in care Irlandei nu i revin obligatii in
temeiul normelor privind formele de cooperare judiciard in materie penald sau de cooperare politieneascd care
necesitd respectarea dispozitiilor stabilite in temeiul articolului 16 din TFUE.

41)  In conformitate cu articolele 2 si 2a din Protocolul nr. 22 privind pozitia Danemarcei, anexat la TUE si la TFUE,
Danemarcei nu ii revin obligatii in temeiul normelor prevazute la articolul 5 alineatul (1) primul paragraf litera (g) in
mdsura in care se aplicd utilizdrii sistemelor de clasificare biometricd pentru activitdti in domeniul cooperarii
politienesti si al cooperdrii judiciare in materie penal, la articolul 5 alineatul (1) primul paragraf litera (d) in masura
in care se aplicd utilizdrii sistemelor de IA care intrd sub incidenta dispozitiei respective, la articolul 5 alineatul (1)
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primul paragraf litera (h) si alineatele (2)-(6) si la articolul 26 alineatul (10) din prezentul regulament adoptate in
temeiul articolului 16 din TFUE, referitoare la prelucrarea datelor cu caracter personal de citre statele membre atunci
cand exercitd activitdti care intrd in domeniul de aplicare al partii a treia titlul V capitolul 4 sau 5 din TFUE si
Danemarca nu face obiectul aplicdrii normelor respective.

42)  In conformitate cu prezumtia de nevinovitie, persoanele fizice din Uniune ar trebui si fie intotdeauna judecate in
functie de comportamentul lor real. Persoanele fizice nu ar trebui si fie niciodatd judecate in functie de
comportamentul preconizat de IA exclusiv pe baza credrii profilurilor lor, a trasiturilor lor de personalitate sau
a unor caracteristici precum cetdtenia, locul nasterii, locul de resedintd, numarul de copii, nivelul datoriilor sau tipul
de autoturism, dacd nu existd o suspiciune rezonabild, bazatd pe fapte obiective verificabile, cd persoana respectivd
este implicatd intr-o activitate infractionald si daci nu se face o evaluare in acest sens de citre un om. Prin urmare, ar
trebui sd fie interzise evaludrile riscurilor efectuate in legdturd cu persoane fizice pentru a evalua probabilitatea ca
acestea sd comitd infractiuni sau pentru a anticipa producerea unei infractiuni reale sau potentiale exclusiv pe baza
credrii profilurilor acestor persoane sau a evaludrii trdsturilor lor de personalitate si a caracteristicilor lor. In orice
caz, aceastd interdictie nu priveste si nici nu afecteazd analiza de risc care nu se bazeazd pe crearea de profiluri ale
persoanelor sau pe trasiturile de personalitate si caracteristicile persoanelor, cum ar fi sistemele de IA care utilizeaza
analiza de risc pentru a evalua probabilitatea de fraudd financiard din partea intreprinderilor pe baza unor tranzactii
suspecte sau instrumentele analitice de risc utilizate pentru a prevedea probabilitatea localizdrii de citre autorititile
vamale a stupefiantelor sau a marfurilor ilicite, de exemplu pe baza rutelor de trafic cunoscute.

(43)  Introducerea pe piatd, punerea in functiune in scopul specific respectiv si utilizarea sistemelor de IA care creeazd sau
extind baze de date de recunoastere faciald prin extragerea fird scop precis de imagini faciale de pe internet sau din
inregistrari TVCI ar trebui si fie interzise, deoarece aceastd practicd amplificd sentimentul de supraveghere in masi si
poate duce la incilcdri grave ale drepturilor fundamentale, inclusiv ale dreptului la viatd privata.

(44)  Existd preocupdri serioase cu privire la baza stiintificd a sistemelor de IA care vizeazd identificarea sau deducerea
emotiilor, in special deoarece exprimarea emotiilor variaza considerabil de la o culturd la alta si de la o situatie la alta
si chiar la nivelul unei singure persoane. Printre principalele deficiente ale unor astfel de sisteme se numdird
identificd sau deduc emotiile sau intentiile persoanelor fizice pe baza datelor lor biometrice pot genera rezultate
discriminatorii si pot fi intruzive pentru drepturile si libertatile persoanelor in cauza. Avand in vedere dezechilibrul
de putere in contextul muncii sau al educatiei, combinat cu caracterul intruziv al acestor sisteme, ele ar putea
conduce la un tratament prejudiciabil sau nefavorabil al anumitor persoane fizice sau al unor grupuri intregi de astfel
de persoane. Prin urmare, ar trebui s fie interzise introducerea pe piatd, punerea in functiune si utilizarea sistemelor
de IA destinate a fi utilizate pentru a detecta starea emotionald a persoanelor in situatii legate de locul de munci si de
educatie. Aceastd interdictie nu ar trebui si se aplice sistemelor de IA introduse pe piatd strict din motive medicale
sau de sigurantd, cum ar fi sistemele destinate utilizdrii in scop terapeutic.

(45)  Practicile interzise de dreptul Uniunii, inclusiv dreptul privind protectia datelor, dreptul privind nediscriminarea,
dreptul privind protectia consumatorilor si dreptul concurentei, nu ar trebui si fie afectate de prezentul regulament.

(46)  Sistemele de IA cu grad ridicat de risc ar trebui s fie introduse pe piata Uniunii, puse in functiune sau utilizate
numai dacd respectd anumite cerinte obligatorii. Cerintele respective ar trebui sd asigure faptul ci sistemele de IA cu
grad ridicat de risc disponibile in Uniune sau ale cdror rezultate sunt utilizate in alt mod in Uniune nu prezinta
riscuri inacceptabile pentru interesele publice importante ale Uniunii, astfel cum sunt recunoscute si protejate de
dreptul Uniunii. Pe baza noului cadru legislativ, astfel cum s-a clarificat in Comunicarea Comisiei intitulatd ,«Ghidul
albastru» din 2022 referitor la punerea in aplicare a normelor UE privind produsele” (*), regula generald este ci cel
putin un act juridic din legislatia de armonizare a Uniunii, cum ar fi Regulamentele (UE) 2017/745 (*!) si
(UE) 2017/746 (*) ale Parlamentului European si ale Consiliului sau Directiva 2006/42/CE a Parlamentului European
si a Consiliului (*%), poate fi aplicabil unui singur produs, deoarece punerea la dispozitie sau punerea in functiune
poate avea loc numai atunci cand produsul respectd intreaga legislatie de armonizare a Uniunii aplicabild. Pentru a se

() JO C 247, 29.6.2022, p. 1.

(*)  Regulamentul (UE) 2017/745 al Parlamentului European si al Consiliului din 5 aprilie 2017 privind dispozitivele medicale, de
modificare a Directivei 2001/83/CE, a Regulamentului (CE) nr. 178/2002 si a Regulamentului (CE) nr. 1223/2009 si de abrogare
a Directivelor 90/385/CEE si 93/42/CEE ale Consiliului (JO L 117, 5.5.2017, p. 1).

(*¥  Regulamentul (UE) 2017/746 al Parlamentului European si al Consiliului din 5 aprilie 2017 privind dispozitivele medicale pentru
diagnostic in vitro si de abrogare a Directivei 98/79/CE si a Deciziei 2010/227UE a Comisiei (JO L 117, 5.5.2017, p. 176).

(*¥)  Directiva 2006/42/CE a Parlamentului European si a Consiliului din 17 mai 2006 privind echipamentele tehnice si de modificare
a Directivei 95/16/CE (JO L 157, 9.6.2006, p. 24).
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(47)

(48)

(49)

asigura coerenta si a se evita sarcinile administrative sau costurile inutile, furnizorii unui produs care contine unul
sau mai multe sisteme de IA cu grad ridicat de risc, cdrora li se aplicd cerintele prezentului regulament si ale legislatiei
de armonizare a Uniunii astfel cum este continutd intr-o anexd la prezentul regulament, ar trebui s fie flexibili in
ceea ce priveste deciziile operationale cu privire la modul optim de asigurare a conformitdtii unui produs care
contine unul sau mai multe sisteme de IA cu toate cerintele aplicabile din respectiva legislatie de armonizare
a Uniunii. Sistemele de IA identificate ca prezentdnd un grad ridicat de risc ar trebui si se limiteze la cele care au un
impact negativ semnificativ asupra sandtatii, sigurantei si drepturilor fundamentale ale persoanelor din Uniune, iar
o astfel de limitare ar trebui sd reducd la minimum orice eventuald restrictionare a comertului international.

Sistemele de IA ar putea avea un impact negativ asupra sdndtatii si sigurantei persoanelor, in special atunci cand
functioneazi drept componente de siguranti ale produselor. in concordanti cu obiectivele legislatiei de armonizare
a Uniunii de a facilita libera circulatie a produselor pe piata internd si de a asigura cd numai produsele sigure si
conforme in toate privintele ajung pe piatd, este important ca riscurile in materie de sigurantd care pot fi generate de
un produs in ansamblu din cauza componentelor sale digitale, inclusiv a sistemelor de IA, si fie prevenite si atenuate
in mod corespunzdtor. De exemplu, robotii din ce in ce mai autonomi, fie in contextul productiei, fie in contextul
asistentei si ingrijirii personale, ar trebui sa fie in masurd s isi desfdsoare activitatea si s isi indeplineascd functiile in
conditii de sigurantd in medii complexe. In mod similar, in sectorul sinitatii, unde mizele privind viata si sindtatea
sunt deosebit de ridicate, sistemele de diagnosticare din ce in ce mai sofisticate si sistemele care sprijind deciziile
umane ar trebui si fie fiabile si exacte.

Amploarea impactului negativ al sistemului de IA asupra drepturilor fundamentale protejate de cartd este deosebit de
relevantd atunci cand un sistem de IA este clasificat ca prezentand un grad ridicat de risc. Printre aceste drepturi se
numdrd dreptul la demnitate umand, respectarea vietii private si de familie, protectia datelor cu caracter personal,
libertatea de exprimare si de informare, libertatea de intrunire si de asociere, precum, dreptul la nediscriminarea,
dreptul la educatie, protectia consumatorilor, drepturile lucritorilor, drepturile persoanelor cu dizabilititi, egalitatea
de gen, drepturile de proprietate intelectuald, dreptul la o cale de atac eficientd si la un proces echitabil, dreptul la
apdrare si prezumtia de nevinovdtie si dreptul la o bund administrare. Pe langd aceste drepturi, este important sd se
sublinieze faptul cd copiii au drepturi specifice, astfel cum sunt consacrate la articolul 24 din cartd si in Conventia
Organizatiei Natiunilor Unite cu privire la drepturile copilului, detaliat in Comentariul general nr. 25 la aceasta
privind mediul digital, ambele impunand luarea in considerare a vulnerabilitdtilor copiilor si asigurarea protectiei si
cartd si pus in aplicare in politicile Uniunii ar trebui, de asemenea, sa fie luat in considerare atunci cand se evalueazi
gravitatea prejudiciului pe care il poate cauza un sistem de IA, inclusiv in ceea ce priveste sindtatea si siguranta
persoanelor.

In ceea ce priveste sistemele de A cu grad ridicat de risc care sunt componente de siguranti ale produselor sau
sistemelor sau care sunt ele insele produse sau sisteme care intrd in domeniul de aplicare al Regulamentului (CE)
nr. 300/2008 al Parlamentului European si al Consiliului (*4), al Regulamentului (UE) nr. 167/2013 al Parlamentului
European si al Consiliului (*°), al Regulamentului (UE) nr. 168/2013 al Parlamentului European si al Consiliului (*¢), al
Directivei 2014/90/UE a Parlamentului European si a Consiliului (¥’), al Directivei (UE) 2016/797 a Parlamentului
European si a Consiliului (*¥), al Regulamentului (UE) 2018/858 al Parlamentului European si al Consiliului (*°), al
Regulamentului (UE) 2018/1139 al Parlamentului European si al Consiliului (*) si al Regulamentului (UE)

Regulamentul (CE) nr. 300/2008 al Parlamentului European si al Consiliului din 11 martie 2008 privind norme comune in
domeniul securitdtii aviatiei civile si de abrogare a Regulamentului (CE) nr. 2320/2002 (JO L 97, 9.4.2008, p. 72).

Regulamentul (UE) nr. 167/2013 al Parlamentului European si al Consiliului din 5 februarie 2013 privind omologarea si
supravegherea pietei pentru vehiculele agricole si forestiere (JO L 60, 2.3.2013, p. 1).

Regulamentul (UE) nr. 168/2013 al Parlamentului European si al Consiliului din 15 ianuarie 2013 privind omologarea si
supravegherea pietei pentru vehiculele cu doud sau trei roti si pentru cvadricicluri (JO L 60, 2.3.2013, p. 52).

Directiva 2014/90/UE a Parlamentului European si a Consiliului din 23 julie 2014 privind echipamentele maritime si de abrogare
a Directivei 96/98/CE a Consiliului (JO L 257, 28.8.2014, p. 146).

Directiva (UE) 2016/797 a Parlamentului European si a Consiliului din 11 mai 2016 privind interoperabilitatea sistemului feroviar in
Uniunea Europeand (JO L 138, 26.5.2016, p. 44).

Regulamentul (UE) 2018/858 al Parlamentului European si al Consiliului din 30 mai 2018 privind omologarea si supravegherea
pietei autovehiculelor si remorcilor acestora, precum si ale sistemelor, componentelor si unititilor tehnice separate destinate
vehiculelor respective, de modificare a Regulamentelor (CE) nr. 715/2007 si (CE) nr. 595/2009 si de abrogare a Directivei
2007/46/CE (JO L 151, 14.6.2018, p. 1).

Regulamentul (UE) 2018/1139 al Parlamentului European si al Consiliului din 4 iulie 2018 privind normele comune in domeniul
aviatiei civile si de infiintare a Agentiei Uniunii Europene pentru Siguranta Aviatiei, de modificare a Regulamentelor (CE)
ar. 2111/2005, (CE) nr. 1008/2008, (UE) nr. 996/2010, (UE) nr. 376/2014 si a Directivelor 2014/30/UE si 2014/53/UE ale
Parlamentului European si ale Consiliului, precum i de abrogare a Regulamentelor (CE) nr. 552/2004 si (CE) nr. 216/2008 ale
Parlamentului European si ale Consiliului si a Regulamentului (CEE) nr. 3922/91 al Consiliului (JO L 212, 22.8.2018, p. 1).
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2019/2144 al Parlamentului European si al Consiliului (*!), este oportun sd se modifice respectivele acte legislative
pentru a se asigura luarea in considerare de citre Comisie, pe baza specificitdtilor tehnice si de reglementare ale
fiecdrui sector si fird a afecta mecanismele si autoritatile existente de guvernantd, de evaluare a conformitdtii si de
aplicare a legislatiei instituite in acestea, a cerintelor obligatorii pentru sistemele de IA cu grad ridicat de risc
previdzute in prezentul regulament atunci cand adoptd orice act delegat sau de punere in aplicare relevant pe baza

respectivelor acte legislative.

(50)  In ceea ce priveste sistemele de IA care sunt componente de siguranti ale produselor sau care sunt ele insele produse
care intrd in domeniul de aplicare al anumitor acte legislative de armonizare ale Uniunii enumerate intr-o anex la
prezentul regulament, este oportun si fie clasificate ca prezentdnd un grad ridicat de risc in temeiul prezentului
regulament in cazul in care produsul respectiv este supus procedurii de evaluare a conformititii efectuate de un
organism tert de evaluare a conformitdtii in temeiul respectivelor acte legislative de armonizare relevante ale Uniunii.
In special, astfel de produse sunt echipamentele tehnice, juciriile, ascensoarele, echipamentele si sistemele de
protectie destinate utilizdrii in atmosfere potential explozive, echipamentele radio, echipamentele sub presiune,
echipamentele pentru ambarcatiuni de agrement, instalatiile pe cablu, aparatele consumatoare de combustibili
gazosi, dispozitivele medicale, dispozitivele medicale pentru diagnostic in vitro, cele din industria auto si
aeronauticd.

(51)  Clasificarea unui sistem de IA ca prezentand un grad ridicat de risc in temeiul prezentului regulament nu ar trebui sa
insemne neapdrat cd produsul a cirui componentd de sigurantd este sistemul de IA sau ci sistemul de IA in sine ca
produs este considerat ca prezentdnd un grad ridicat de risc in conformitate cu criteriile stabilite in actele legislative
de armonizare relevante ale Uniunii care se aplici produsului. Acesta este, in special, cazul Regulamentelor (UE)
2017/745 si (UE) 2017/746, care prevad o evaluare a conformitatii de cdtre un tert pentru produsele cu grad mediu
de risc si cu grad ridicat de risc.

(52)  In ceea ce priveste sistemele de A autonome, si anume alte sisteme de IA cu grad ridicat de risc decat cele care sunt
componente de sigurantd ale unor produse sau care sunt ele insele produse, este oportun si fie clasificate ca
prezentand un grad ridicat de risc dacd, avind in vedere scopul lor preconizat, prezintd un risc ridicat de a aduce
prejudicii sdndtatii si sigurantei sau drepturilor fundamentale ale persoanelor, tindndu-se seama atit de gravitatea
posibilelor prejudicii, cat si de probabilitatea producerii acestora, si dacd sunt utilizate intr-o serie de domenii
predefinite in mod specific precizate in prezentul regulament. Identificarea sistemelor respective se bazeazd pe
aceeasi metodologie si pe aceleasi criterii avute in vedere pentru eventuale modificdri viitoare ale listei de sisteme
de A cu grad ridicat de risc, modificdri pe care Comisia ar trebui sd fie imputernicitd si le adopte, prin intermediul
unor acte delegate, pentru a tine seama de ritmul rapid al dezvoltdrii tehnologice si de eventualele modificiri in
utilizarea sistemelor de IA.

(53)  De asemenea, este important sd se clarifice faptul cd pot exista cazuri specifice in care sistemele de IA mentionate in
domenii predefinite specificate in prezentul regulament nu conduc la un risc semnificativ de a aduce prejudicii
intereselor juridice protejate in cadrul domeniilor respective, deoarece nu influenteazd in mod semnificativ procesul
decizional sau nu aduc prejudicii substantiale intereselor respective. In sensul prezentului regulament, un sistem de
IA care nu influenteazi in mod semnificativ rezultatul procesului decizional ar trebui si fie ingeles ca fiind un sistem
de TA care nu are un impact asupra substantei §i, prin urmare, nici asupra rezultatului procesului decizional,
indiferent daci este uman sau automatizat. Un sistem de IA care nu influenteazd in mod semnificativ rezultatul
procesului decizional ar putea include situatii in care sunt indeplinite una sau mai multe dintre conditiile prezentate
in continuare. Prima conditie ar trebui si fie aceea ca sistemul de IA s fie destinat si indeplineascd o sarcind
procedurald restransd, de exemplu un sistem de IA care transformd date nestructurate in date structurate, un sistem
de IA care clasifici pe categorii documentele primite sau un sistem de IA care este utilizat pentru a detecta duplicatele
dintr-un numdar mare de candidaturi. Aceste sarcini au un caracter atat de restrans si de limitat incat prezintd doar
riscuri reduse, riscuri care nu cresc prin utilizarea unui sistem de IA intr-un context enumerat ca utilizare cu grad

(")  Regulamentul (UE) 2019/2144 al Parlamentului European si al Consiliului din 27 noiembrie 2019 privind cerintele pentru
omologarea de tip a autovehiculelor si remorcilor acestora, precum si a sistemelor, componentelor si unitdtilor tehnice separate
destinate unor astfel de vehicule, in ceea ce priveste siguranta generald a acestora si protectia ocupantilor vehiculului si
a utilizatorilor vulnerabili ai drumurilor, de modificare a Regulamentului (UE) 2018/858 al Parlamentului European si al Consiliului
si de abrogare a Regulamentelor (CE) nr. 78/2009, (CE) nr. 79/2009 si (CE) nr. 661/2009 ale Parlamentului European si ale
Consiliului §i a Regulamentelor (CE) nr. 631/2009, (UE) nr. 406/2010, (UE) nr. 672/2010, (UE) nr. 1003/2010, (UE) nr. 1005/2010,
(UE) nr. 10082010, (UE) nr. 1009/2010, (UE) nr. 19/2011, (UE) nr. 109/2011, (UE) nr. 4582011, (UE) nr. 65/2012,
(UE) nr. 130/2012, (UE) nr. 347/2012, (UE) nr. 351/2012, (UE) nr. 1230/2012 si (UE) 2015/166 ale Comisiei (JO L 325,
16.12.2019, p. 1).
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ridicat de risc intr-o anexa la prezentul regulament. A doua conditie ar trebui sa fie ca sarcina indeplinita de sistemul
de IA si fie menitd sd imbundtiteascd rezultatul unei activitdti umane finalizate anterior care poate fi relevantd in
sensul utilizarilor cu grad ridicat de risc enumerate intr-o anexd la prezentul regulament. Avind in vedere aceste
caracteristici, sistemul de IA adaugd doar un nivel suplimentar unei activitdti umane, prezentind in consecintd un
risc redus. Aceastd conditie s-ar aplica, de exemplu, sistemelor de IA care sunt menite si imbunitdteascd limbajul
utilizat in documente redactate anterior, de exemplu in ceea ce priveste tonul profesional, stilul academic de limbaj
sau alinierea textului la mesajele specifice unei anumite marci. A treia conditie ar trebui si fie aceea ca sistemul de IA
sd fie destinat sd detecteze modelele decizionale sau devierile de la modele decizionale anterioare. Riscul ar fi redus
deoarece utilizarea sistemului de 1A este ulterioard unei evaludri finalizate anterior de citre un om, pe care nu este
destinati sd o inlocuiascd sau sd o influenteze fdrd o revizuire adecvati de citre un om. Printre aceste sisteme de [A
se numard, de exemplu, cele care, avand in vedere un anumit model de notare folosit de un cadru didactic, pot fi
utilizate pentru a verifica ex post dacd respectivul cadru didactic s-a abdtut de la modelul de notare in cauzd si pentru
a semnala astfel eventuale inconsecvente sau anomalii. A patra conditie ar trebui si fie aceea ca sistemul de IA s fie
destinat sd indeplineascd o sarcind care este doar pregdtitoare pentru o evaluare relevantd pentru scopurile sistemelor
de TA enumerate intr-o anexd la prezentul regulament, ficand astfel ca posibilul impact al rezultatelor sistemului sd
prezinte un risc foarte scdzut pentru evaluarea ulterioard bazatd pe ele. Aceastd conditie se referd, printre altele, la
solutiile inteligente de gestionare a fisierelor, care includ diverse functii, cum ar fi indexarea, cdutarea, prelucrarea
textelor si a vorbirii sau corelarea datelor cu alte surse de date, ori la sistemele de 1A utilizate pentru traducerea
documentelor initiale. In orice caz, ar trebui sd se considere ci sistemele de IA utilizate in situatii cu grad ridicat de
risc enumerate intr-o anexd la prezentul regulament prezintd riscuri semnificative de prejudicii la adresa sdnatatii,
sigurantei sau drepturilor fundamentale dacd implicd crearea de profiluri in sensul articolului 4 punctul 4 din
Regulamentul (UE) 2016/679 sau al articolului 3 punctul 4 din Directiva (UE) 2016/680 sau al articolului 3 punctul
5 din Regulamentul (UE) 2018/1725. Pentru a asigura trasabilitatea si transparenta, un furnizor care considerd pe
baza conditiilor mentionate mai sus cd un sistem de IA nu prezintd un grad ridicat de risc ar trebui sd intocmeasca
documentatia pentru evaluare inainte ca sistemul respectiv sd fie introdus pe piatd sau pus in functiune si ar trebui si
furnizeze respectiva documentatie autorititilor nationale competente, la cerere. Furnizorul ar trebui si fie obligat si
inregistreze sistemul de IA in baza de date a UE instituitd in temeiul prezentului regulament. Pentru a oferi
indrumare suplimentard in vederea punerii in practicd a conditiilor in care sistemele de IA enumerate intr-o anexd la
prezentul regulament nu prezintd, in mod exceptional, un grad ridicat de risc, Comisia ar trebui, dupd consultarea
Consiliului 1A, si furnizeze orientdri care si detalieze respectiva punere in practicd, completate de o lista
cuprinzitoare de exemple practice de cazuri de utilizare a sistemelor de IA cu grad ridicat de risc si cazuri de utilizare
fard grad ridicat de risc.

(54) Intrucat datele biometrice constituie o categorie speciald de date cu caracter personal, este oportun ca mai multe
cazuri de utilizare critici a sistemelor biometrice s3 fie clasificate ca prezentand un grad ridicat de risc, in masura in
care utilizarea acestora este permisa in temeiul dreptului Uniunii si al dreptului intern relevant. Inexactitatile tehnice
ale sistemelor de IA destinate identificdrii biometrice la distantd a persoanelor fizice pot conduce la rezultate
distorsionate de prejudecdti si pot avea efecte discriminatorii. Riscul unor astfel de rezultate distorsionate de
prejudecdti si efecte discriminatorii este deosebit de relevant in ceea ce priveste varsta, etnia, rasa, sexul sau
dizabilitatile. Prin urmare, sistemele de identificare biometrica la distanta ar trebui si fie clasificate ca prezentand un
grad ridicat de risc, avand in vedere riscurile pe care le implicd. Nu se incadreazi in aceastd clasificare sistemele de IA
destinate a fi utilizate pentru verificarea biometricd, inclusiv pentru autentificare, al cdrei unic scop este de
a confirma ¢ o anumitd persoand fizicd este cine sustine ci este si de a confirma identitatea unei persoane fizice cu
unicul scop de a-i permite accesul la un serviciu, deblocarea unui dispozitiv sau accesul securizat intr-o incinti. in
plus, ar trebui sd fie clasificate ca prezentdnd un grad ridicat de risc sistemele de IA destinate a fi utilizate pentru
clasificarea biometricd in functie de atribute sau caracteristici sensibile protejate in temeiul articolului 9 alineatul (1)
din Regulamentul (UE) 2016/679 pe baza datelor biometrice, in mdsura in care nu sunt interzise in temeiul
prezentului regulament, si sistemele de recunoastere a emotiilor care nu sunt interzise in temeiul prezentului
regulament. Sistemele biometrice destinate a fi utilizate exclusiv in scopul aplicdrii mdsurilor de securitate
ciberneticd si de protectie a datelor cu caracter personal nu ar trebui si fie considerate sisteme de IA cu grad ridicat
de risc.

(55)  In ceea ce priveste gestionarea si exploatarea infrastructurii critice, este oportun s se clasifice ca prezentand un grad
ridicat de risc sistemele de IA destinate utilizdrii drept componente de sigurantd in cadrul gestiondrii si exploatarii
infrastructurilor digitale critice enumerate la punctul 8 din anexa la Directiva (UE) 2022/2557, a traficului rutier si
a aproviziondrii cu apd, gaz, incdlzire si energie electricd, deoarece defectarea lor sau functionarea lor defectuoasi
poate pune in pericol viata si sdndtatea persoanelor la scard largd si poate conduce la perturbari semnificative ale
desfasurdrii obisnuite a activitdtilor sociale si economice. Componentele de sigurantd ale infrastructurii critice,
inclusiv ale infrastructurii digitale critice, sunt sisteme utilizate pentru a proteja in mod direct integritatea fizicd
a infrastructurii critice sau sindtatea si siguranta persoanelor si a bunurilor, dar care nu sunt necesare pentru
functionarea sistemului. Defectarea sau functionarea defectuoasd a unor astfel de componente ar putea conduce in
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mod direct la riscuri pentru integritatea fizicd a infrastructurii critice i, prin urmare, la riscuri pentru sanatatea si
siguranta persoanelor si a bunurilor. Componentele destinate a fi utilizate exclusiv in scopuri de securitate
ciberneticd nu ar trebui sa se califice drept componente de sigurantd. Printre exemplele de componente de sigurantd
ale unei astfel de infrastructuri critice se numadra sistemele de monitorizare a presiunii apei sau sistemele de control al
alarmei de incendiu in centrele de cloud computing.

(56) Implementarea sistemelor de IA in educatie este importantd pentru a promova educatia si formarea digitald de inaltd
calitate si pentru a permite tuturor cursantilor si cadrelor didactice si dobandeascd si sd partajeze aptitudinile si
competentele digitale necesare, inclusiv educatia in domeniul mass-mediei si gandirea criticd, pentru a participa activ
la economie, in societate si la procesele democratice. Cu toate acestea, sistemele de IA utilizate in educatie sau in
formarea profesionald, in special pentru stabilirea accesului sau a admiterii, pentru repartizarea persoanelor in
institutii sau programe educationale si de formare profesionald la toate nivelurile, pentru evaluarea rezultatelor
invatdrii unei persoane, pentru evaluarea nivelului adecvat de instruire al unei persoane, pentru influentarea
semnificativd a nivelului de educatie si formare pe care il vor primi sau il vor putea accesa persoanele sau pentru
monitorizarea si detectarea comportamentului interzis al elevilor si studentilor in timpul testelor, ar trebui sd fie
clasificate drept sisteme de IA cu grad ridicat de risc, deoarece pot determina parcursul educational si profesional din
viata unei persoane si, prin urmare, pot afecta capacitatea acesteia de a-si asigura mijloace de subzistentd. Atunci
cand sunt concepute si utilizate in mod necorespunzitor, astfel de sisteme pot fi deosebit de intruzive si pot incilca
dreptul la educatie si formare, precum si dreptul de a nu fi discriminat si pot perpetua tipare istorice de discriminare,
de exemplu impotriva femeilor, a anumitor grupe de varstd, a persoanelor cu dizabilititi sau a persoanelor de
anumite origini rasiale ori etnice sau cu o anumitd orientare sexuald.

(57)  De asemenea, sistemele de IA utilizate in domeniul ocupdrii fortei de muncd, al gestionarii lucrdtorilor si al accesului
la activitdti independente, in special pentru recrutarea si selectarea persoanelor, pentru luarea deciziilor care
afecteazd conditiile relatiei legate de muncd, pentru promovarea si incetarea relatiilor contractuale legate de munc,
pentru alocarea sarcinilor pe baza comportamentului individual sau a trdsdturilor sau caracteristicilor personale,
precum si pentru monitorizarea sau evaluarea persoanelor aflate in relatii contractuale legate de muncd, ar trebui sd
fie clasificate ca prezentand un grad ridicat de risc, deoarece aceste sisteme pot avea un impact semnificativ asupra
viitoarelor perspective de carierd, asupra mijloacelor de subzistentd ale acestor persoane si asupra drepturilor
lucritorilor. Relatiile contractuale relevante legate de munci ar trebui sd implice intr-un mod semnificativ angajatii si
persoanele care presteazd servicii prin intermediul platformelor, astfel cum se mentioneazd in Programul de lucru al
Comisiei pentru 2021. Pe tot parcursul procesului de recrutare, precum si in evaluarea, promovarea sau mentinerea
persoanelor in relatii contractuale legate de muncd, astfel de sisteme pot perpetua tipare istorice de discriminare, de
exemplu impotriva femeilor, a anumitor grupe de varstd, a persoanelor cu dizabilitdti sau a persoanelor de anumite
origini rasiale ori etnice sau cu o anumitd orientare sexuald. Sistemele de IA utilizate pentru a monitoriza
performanta si comportamentul acestor persoane pot, de asemenea, si le submineze drepturile fundamentale la
protectia datelor si la viata privatd.

(58) Un alt domeniu in care utilizarea sistemelor de IA meritd o atentie deosebitd este accesul si posibilitatea de
a beneficia de anumite prestatii si servicii publice si private esentiale, necesare pentru ca oamenii si participe pe
deplin in societate sau si isi imbunitateascd nivelul de trai. In special, persoanele fizice care soliciti sau primesc
prestatii si servicii esentiale de asistentd publicd din partea autoritdtilor publice, si anume servicii de ingrijiri de
sdndtate, prestatii de asigurdri sociale, servicii sociale care oferd protectie in cazuri precum maternitatea, boala,
accidentele de muncd, dependenta, batranetea, pierderea locului de muncd, precum si asistentd sociald si legatd de
locuinte, sunt de reguld dependente de aceste prestatii si servicii si se afld intr-o pozitie vulnerabild in raport cu
autorititile responsabile. In cazul in care sistemele de IA sunt utilizate pentru a stabili daci astfel de prestatii si
servicii ar trebui sd fie acordate, refuzate, reduse, revocate sau recuperate de autoritdti, inclusiv dacd beneficiarii au
dreptul legitim la astfel de prestatii sau servicii, sistemele respective pot avea un impact semnificativ asupra
mijloacelor de subzistentd ale persoanelor si le pot incélca drepturile fundamentale, cum ar fi dreptul la protectie
sociald, la nediscriminare, la demnitatea umand sau la o cale de atac efectiva si, prin urmare, ar trebui sa fie clasificate
ca prezentdnd un grad ridicat de risc. Cu toate acestea, prezentul regulament nu ar trebui sa impiedice dezvoltarea si
utilizarea unor abordiri inovatoare in administratia publicd, care ar putea beneficia de o utilizare mai largd
a sistemelor de TA conforme si sigure, cu conditia ca aceste sisteme sd nu implice un risc ridicat pentru persoanele
fizice si juridice. In plus, sistemele de IA utilizate pentru a evalua punctajul de credit sau bonitatea persoanelor fizice
ar trebui sd fie clasificate ca sisteme de IA cu grad ridicat de risc, intrucat acestea determind accesul persoanelor
respective la resurse financiare sau la servicii esentiale, cum ar fi locuinte, electricitate si telecomunicatii. Sistemele de
IA utilizate in aceste scopuri pot duce la discriminare intre persoane sau intre grupuri si pot perpetua tipare istorice
de discriminare, de exemplu pe criterii de origine rasiald sau etnicd, sex, dizabilitate, varstd sau orientare sexuald, sau
pot crea noi forme de impact discriminatoriu. Cu toate acestea, sistemele de IA previzute de dreptul Uniunii in
scopul detectdrii fraudelor in furnizarea de servicii financiare si in scopuri prudentiale pentru a calcula cerintele de
capital ale institutiilor de credit si ale intreprinderilor de asigurdri nu ar trebui s fie considerate ca prezentand un
grad ridicat de risc in temeiul prezentului regulament. In plus, sistemele de IA destinate a fi utilizate pentru evaluarea
riscurilor si stabilirea preturilor pentru asigurarea de sinitate si de viatd in cazul persoanelor fizice pot avea, de
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asemenea, un impact semnificativ asupra mijloacelor de subzistentd ale persoanelor si, dacd nu sunt concepute,
dezvoltate si utilizate in mod corespunzitor, pot incilca drepturile lor fundamentale si pot avea consecinte grave
pentru viata si sinitatea oamenilor, cum ar fi excluziunea financiard si discriminarea. in cele din urmi, sistemele
de 1A utilizate pentru evaluarea si clasificarea apelurilor de urgentd ale persoanelor fizice sau pentru distribuirea sau
stabilirea prioritdtilor in distribuirea serviciilor de primi interventie de urgentd, inclusiv de citre politie, pompieri si
asistenta medicald, precum si in cadrul sistemelor de triaj medical de urgentd al pacientilor, ar trebui de asemenea si
fie clasificate ca prezentdnd un grad ridicat de risc, deoarece iau decizii in situatii foarte critice pentru viata si
sdndtatea persoanelor si pentru bunurile acestora.

(59)  Avand in vedere rolul si responsabilitatea lor, actiunile intreprinse de autoritatile de aplicare a legii care implicd
anumite utilizdri ale sistemelor de IA sunt caracterizate de un grad semnificativ de dezechilibru de putere si pot duce
la supravegherea, arestarea sau privarea de libertate a unei persoane fizice, precum si la alte efecte negative asupra
drepturilor fundamentale garantate in carti. In special, in cazul in care nu este alimentat cu date de inalti calitate, nu
indeplineste cerinte adecvate de performantd, acuratete sau robustete sau nu este proiectat si testat in mod
corespunzdtor inainte de a fi introdus pe piatd sau pus in functiune in alt mod, sistemul de IA poate selecta
persoanele intr-un mod discriminatoriu sau, la un nivel mai general, in mod incorect ori injust. In plus, exercitarea
unor drepturi procedurale fundamentale importante, cum ar fi dreptul la o cale de atac efectivi si la un proces
echitabil, precum si dreptul la aparare si prezumtia de nevinovitie, ar putea fi impiedicatd, in special in cazul in care
astfel de sisteme de IA nu sunt suficient de transparente, explicabile si documentate. Prin urmare, este oportun si fie
clasificate ca prezentand un grad ridicat de risc, in masura in care utilizarea lor este permisd in temeiul dreptului
Uniunii si al dreptului intern relevant, o serie de sisteme de IA destinate a fi utilizate in contextul aplicdrii legii, in
care acuratetea, fiabilitatea si transparenta sunt deosebit de importante pentru a evita efectele negative, pentru
a pastra increderea publicului si pentru a asigura asumarea raspunderii si reparatii efective. Avand in vedere natura
activitdtilor si riscurile aferente, aceste sisteme de IA cu grad ridicat de risc ar trebui s includd, in special, sistemele
de IA destinate a fi utilizate de autoritdtile de aplicare a legii sau in numele acestora sau de institutiile, organele,
oficiile sau agentiile Uniunii in sprijinul autoritdtilor de aplicare a legii pentru a evalua riscul ca o persoand fizica sd
devind victimd a infractiunilor, ca poligrafe si instrumente similare pentru evaluarea fiabilitatii probelor in cursul
investigdrii sau urmdririi penale a infractiunilor §i, in mdsura in care nu se interzice in temeiul prezentului
regulament, pentru a evalua riscul ca o persoand fizicd s comitd o infractiune sau o recidivd, nu numai pe baza
credrii de profiluri ale persoanelor fizice, a evaludrii trasiturilor de personalitate si a caracteristicilor lor sau
a comportamentului infractional anterior al persoanelor fizice sau al grupurilor, precum si pentru a crea profiluri in
cursul depistdrii, investigdrii sau urmdririi penale a infractiunilor. Sistemele de IA destinate in mod specific utilizarii
in proceduri administrative de citre autorititile fiscale si vamale, precum si de cdtre unitdtile de informatii financiare
care efectueazd sarcini administrative prin care analizeazd informatii in temeiul dreptului Uniunii privind
combaterea spaldrii banilor, nu ar trebui s fie clasificate ca sisteme de IA cu grad ridicat de risc utilizate de
autoritdtile de aplicare a legii in scopul prevenirii, depistarii, investigdrii si urmdririi penale a infractiunilor. Utilizarea
instrumentelor de IA de citre autoritdtile de aplicare a legii si de alte autoritdti relevante nu ar trebui si devind un
factor de inegalitate sau de excluziune. Impactul utilizdrii instrumentelor de IA asupra drepturilor la apdrare ale
suspectilor nu ar trebui si fie ignorat, in special dificultatea de a obtine informatii semnificative cu privire la
functionarea acestor sisteme si, in consecintd, dificultatea de a contesta rezultatele acestora in instantd, in special de
cdtre persoanele fizice care fac obiectul investigdrii.

(60)  Sistemele de IA utilizate in domeniile migratiei, azilului si gestiondrii controlului la frontiere afecteaza persoane care
se afld adesea intr-o pozitie deosebit de vulnerabild si care depind de rezultatul actiunilor autoritdtilor publice
competente. Acuratetea, caracterul nediscriminatoriu si transparenta sistemelor de IA utilizate in aceste contexte
sunt, prin urmare, deosebit de importante pentru a garanta respectarea drepturilor fundamentale ale persoanelor
afectate, in special a drepturilor acestora la liberd circulatie, nediscriminare, protectia vietii private si a datelor cu
caracter personal, protectie internationald si bund administrare. Prin urmare, este oportun sd fie clasificate ca
prezentand un grad ridicat de risc, in misura in care utilizarea lor este permisd in temeiul dreptului Uniunii si al
dreptului intern relevant, sistemele de IA destinate a fi utilizate de citre autoritdtile publice competente ori in numele
acestora sau de citre institutiile, organele, oficiile sau agentiile Uniunii care au atributii in domeniile migratiei,
azilului si gestiondrii controlului la frontiere ca poligrafe si instrumente similare, pentru a evalua anumite riscuri
prezentate de persoanele fizice care intrd pe teritoriul unui stat membru sau care solicitd vizd sau azil, pentru
a acorda asistentd autoritdtilor publice competente in ceea ce priveste examinarea, inclusiv evaluarea conexi
a fiabilitdtii probelor, a cererilor de azil, de vize si de permise de sedere si a plangerilor aferente cu privire la
obiectivul de stabilire a eligibilitatii persoanelor fizice care solicitd un statut, in scopul detectarii, al recunoasterii sau
al identificarii persoanelor fizice in contextul migratiei, al azilului si al gestiondrii controlului la frontiere, cu exceptia
verificirii documentelor de calitorie. Sistemele de IA din domeniul migratiei, azilului si gestiondrii controlului la
frontiere reglementate de prezentul regulament ar trebui sd respecte cerintele procedurale relevante stabilite de
Regulamentul (CE) nr. 810/2009 al Parlamentului European si al Consiliului (*), de Directiva 2013/32/UE

(*  Regulamentul (CE) nr. 810/2009 al Parlamentului European si al Consiliului din 13 iulie 2009 privind instituirea unui Cod
comunitar de vize (Codul de vize) (JO L 243, 15.9.2009, p. 1).
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a Parlamentului European si a Consiliului (**) si de alte dispozitii relevante din dreptul Uniunii. Statele membre sau
institutiile, organele, oficiile si agentiile Uniunii nu ar trebui in niciun caz si utilizeze sistemele de IA in domeniul
migratiei, azilului si gestiondrii controlului la frontiere ca mijloc de eludare a obligatiilor lor internationale in temeiul
Conventiei ONU privind statutul refugiatilor intocmitd la Geneva la 28 iulie 1951, astfel cum a fost modificatd prin
Protocolul din 31 ianuarie 1967. De asemenea, respectivele sisteme de IA nu ar trebui si fie utilizate pentru a incilca
in vreun fel principiul nereturndrii sau pentru a refuza cii legale sigure si eficace de intrare pe teritoriul Uniunii,
inclusiv dreptul la protectie internationald.

Anumite sisteme de [A destinate administrarii justitiei si proceselor democratice ar trebui si fie clasificate ca
prezentind un grad ridicat de risc, avand in vedere impactul potential semnificativ al acestora asupra democratiei,
statului de drept si libertdtilor individuale, precum si asupra dreptului la o cale de atac efectivd si la un proces
echitabil. In special, pentru a aborda potentialele riscuri de prejudeciti, erori si opacitate, este oportun si fie calificate
drept sisteme cu grad ridicat de risc sistemele de TA destinate si fie utilizate de o autoritate judiciard sau in numele
acesteia pentru a ajuta autoritatile judiciare sd cerceteze si sd interpreteze faptele si legea si sd aplice legea unui set
concret de fapte. Sistemele de IA destinate a fi utilizate de organismele de solutionare alternativa a litigiilor in aceste
scopuri ar trebui, de asemenea, si fie considerate ca avand un grad ridicat de risc atunci cand rezultatele procedurilor
de solutionare alternativd a litigiilor produc efecte juridice pentru pdrti. Utilizarea instrumentelor de IA poate sprijini
puterea de decizie a judecitorilor sau independenta sistemului judiciar, dar nu ar trebui sd le inlocuiascd: procesul
decizional final trebuie sd rimand o activitate umand. Clasificarea sistemelor de IA ca prezentind un grad ridicat de
risc nu ar trebui, totusi, sd se extindi la sistemele de 1A destinate unor activitdti administrative pur auxiliare care nu
afecteazd administrarea efectivd a justitiei in cazuri individuale, cum ar fi anonimizarea sau pseudonimizarea
hotdrarilor judecitoresti, a documentelor sau a datelor, comunicarea intre membrii personalului, sarcinile
administrative.

Fird a aduce atingere normelor previzute in Regulamentul (UE) 2024/900 al Parlamentului European si al
Consiliului (**) si pentru a aborda riscurile de ingerinte externe nejustificate in dreptul de vot consacrat la articolul 39
din cartd si de efecte adverse asupra democratiei si a statului de drept, sistemele de 1A destinate a fi utilizate pentru
a influenta rezultatul unor alegeri sau al unui referendum sau comportamentul de vot al persoanelor fizice in
exercitarea votului lor in cadrul alegerilor sau al referendumurilor ar trebui si fie clasificate drept sisteme de IA cu
grad ridicat de risc, cu exceptia sistemelor de IA la ale ciror rezultate persoanele fizice nu sunt expuse in mod direct,
cum ar fi instrumentele utilizate pentru organizarea, optimizarea si structurarea campaniilor politice din punct de
vedere administrativ si logistic.

Faptul cd un sistem de A este clasificat ca sistem de IA cu grad ridicat de risc in temeiul prezentului regulament nu ar
trebui sd fie interpretat ca indicand cd utilizarea sistemului este legald in temeiul altor acte ale dreptului Uniunii sau al
dreptului intern compatibil cu dreptul Uniunii, cum ar fi in ceea ce priveste protectia datelor cu caracter personal,
utilizarea poligrafelor si a instrumentelor similare sau a altor sisteme pentru detectarea stdrii emotionale
a persoanelor fizice. Orice astfel de utilizare ar trebui sd continue sd aibd loc numai in conformitate cu cerinele
aplicabile care decurg din cartd, precum si din legislatia secundard aplicabild a Uniunii si din dreptul intern aplicabil.
Prezentul regulament nu ar trebui sd fie inteles ca oferind temeiul juridic pentru prelucrarea datelor cu caracter
personal, inclusiv a categoriilor speciale de date cu caracter personal, dupd caz, cu exceptia cazului in care se
specificd altfel in cuprinsul prezentului regulament.

Pentru atenuarea riscurilor generate de sistemele de IA cu grad ridicat de risc introduse pe piatd sau puse in functiune
si pentru a asigura un nivel inalt de credibilitate, ar trebui sd se aplice anumite cerinte obligatorii in cazul sistemelor
de IA cu grad ridicat de risc, tindnd seama de scopul preconizat si de contextul utilizdrii sistemului de IA si in
conformitate cu sistemul de gestionare a riscurilor care urmeazd si fie instituit de furnizor. Masurile adoptate de
furnizori pentru a se conforma cerintelor obligatorii din prezentul regulament ar trebui s tind seama de stadiul
general recunoscut al tehnologiei in materie de IA, sd fie proportionale si eficace pentru a indeplini obiectivele
prezentului regulament. Pe baza noului cadru legislativ, astfel cum s-a clarificat in Comunicarea Comisiei intitulatd
,«Ghidul albastru» din 2022 referitor la punerea in aplicare a normelor UE privind produsele”, regula generald este cd
cel putin un act juridic din legislatia de armonizare a Uniunii poate fi aplicabil unui singur produs, deoarece punerea
la dispozitie sau punerea in functiune poate avea loc numai atunci cand produsul respectd intreaga legislatie de
armonizare a Uniunii aplicabild. Pericolele sistemelor de IA care fac obiectul cerintelor prezentului regulament se
referd la aspecte diferite fatd de legislatia existentd de armonizare a Uniunii si, prin urmare, cerintele prezentului
regulament ar completa corpul existent al legislatiei de armonizare a Uniunii. De exemplu, masinile sau dispozitivele
medicale care incorporeazd un sistem de 1A ar putea prezenta riscuri care nu sunt abordate de cerintele esentiale de

Directiva 2013/32/UE a Parlamentului European si a Consiliului din 26 iunie 2013 privind procedurile comune de acordare si
retragere a protectiei internationale (JO L 180, 29.6.2013, p. 60).

Regulamentul (UE) 2024/900 al Parlamentului European si al Consiliului din 13 martie 2024 privind transparenta si vizarea unui
public-tintd in publicitatea politicd (JO L, 2024/900, 20.3.2024, ELL: http://data.europa.eu/elijreg/2024/900/0j).
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sdndtate i sigurantd prevazute in legislatia armonizati relevantd a Uniunii, deoarece legislatia sectoriald respectivd
nu abordeazd riscurile specifice sistemelor de IA. Acest lucru necesitd o aplicare simultand §i complementard
a diferitelor acte legislative. Pentru a se asigura coerenta si a se evita sarcinile administrative si costurile inutile,
furnizorii unui produs care contine unul sau mai multe sisteme de IA cu grad ridicat de risc, cirora li se aplicd
cerintele prezentului regulament si ale legislatiei de armonizare a Uniunii bazate pe noul cadru legislativ si care
figureazd intr-o anexd la prezentul regulament, ar trebui si fie flexibili in ceea ce priveste deciziile operationale cu
privire la modul optim de asigurare a conformitatii unui produs care contine unul sau mai multe sisteme de IA cu
toate cerintele aplicabile din respectiva legislatie armonizatd a Uniunii. Aceastd flexibilitate ar putea insemna, de
exemplu, o decizie a furnizorului de a integra o parte a proceselor de testare si raportare necesare, informatiile si
documentatia impuse in temeiul prezentului regulament in documentatia si in procedurile deja existente impuse in
temeiul legislatiei de armonizare existente a Uniunii bazate pe noul cadru legislativ si care figureaza intr-o anexa la
prezentul regulament. Acest lucru nu ar trebui si submineze in niciun fel obligatia furnizorului de a respecta toate
cerintele aplicabile.

(65)  Sistemul de gestionare a riscurilor ar trebui sd constea intr-un proces iterativ continuu care este preconizat si derulat
pe parcursul intregului ciclu de viata al unui sistem de IA cu grad ridicat de risc. Respectivul proces ar trebui sd aibd
drept scop identificarea si atenuarea riscurilor relevante reprezentate de sistemele de IA pentru sindtate, siguranta si
drepturile fundamentale. Sistemul de gestionare a riscurilor ar trebui sd fie evaluat si actualizat periodic pentru a se
asigura eficacitatea sa continud, precum si justificarea si documentarea oricdror decizii i actiuni semnificative luate
in temeiul prezentului regulament. Acest proces ar trebui si garanteze faptul cd furnizorul identifica riscurile sau
efectele negative §i pune in aplicare mdsuri de atenuare pentru riscurile cunoscute si previzibile in mod rezonabil
reprezentate de sistemele de IA pentru sdndtate, sigurantd si drepturile fundamentale, avand in vedere scopul
preconizat al acestora si utilizarea necorespunzitoare previzibild in mod rezonabil ale acestor sisteme, inclusiv
posibilele riscuri care decurg din interactiunea dintre sistemele de IA si mediul in care functioneaza. Sistemul de
gestionare a riscurilor ar trebui si adopte cele mai adecvate masuri de gestionare a riscurilor, avind in vedere stadiul
cel mai avansat al tehnologiei in domeniul IA. Atunci cand identifici cele mai adecvate masuri de gestionare
a riscurilor, furnizorul ar trebui sd documenteze si sd explice alegerile ficute si, dupd caz, sd implice experti si pari
interesate externe. Atunci cand identificd utilizarea necorespunzitoare previzibild in mod rezonabil a sistemelor de
IA cu grad ridicat de risc, furnizorul ar trebui si acopere utilizdrile sistemelor de IA in legdturd cu care se poate
astepta in mod rezonabil, si rezulte dintr-un comportament uman usor previzibil in contextul caracteristicilor
specifice si al utilizdrii unui anumit sistem de IA, desi utilizdrile respective nu sunt acoperite in mod direct de scopul
preconizat si nu sunt previzute in instructiunile de utilizare. Orice circumstante cunoscute sau previzibile legate de
utilizarea sistemului de IA cu grad ridicat de risc in conformitate cu scopul siu preconizat sau in conditii de utilizare
necorespunzatoare previzibild in mod rezonabil, care pot conduce la riscuri pentru sindtate si sigurantd sau pentru
drepturile fundamentale, ar trebui sa fie incluse in instructiunile de utilizare care sunt furnizate de furnizor. Scopul
este de a se asigura cd implementatorul le cunoaste si le ia in considerare atunci cand utilizeazd sistemul de IA cu
grad ridicat de risc. Identificarea si punerea in aplicare a misurilor de atenuare a riscurilor in caz de utilizare
necorespunzatoare previzibild in temeiul prezentului regulament nu ar trebui si necesite din partea furnizorului
antrenare suplimentard specificd pentru sistemul de IA cu grad ridicat de risc pentru a aborda utilizarea
necorespunzdtoare previzibild. Cu toate acestea, furnizorii sunt incurajati sd ia in considerare astfel de mdasuri
suplimentare de antrenare pentru a atenua utilizdrile necorespunzitoare previzibile in mod rezonabil, dupd cum este
necesar si adecvat.

(66)  Cerintele ar trebui sd se aplice sistemelor de IA cu grad ridicat de risc in ceea ce priveste gestionarea riscurilor,
calitatea si relevanta seturilor de date utilizate, documentatia tehnicd §i pistrarea evidentelor, transparenta si
furnizarea de informatii citre implementatori, supravegherea umand, robustetea, acuratetea si securitatea cibernetici.
Aceste cerinte sunt necesare pentru a atenua in mod eficace riscurile pentru sindtate, sigurantd si drepturile
fundamentale. Nefiind disponibile in mod rezonabil alte masuri mai putin restrictive privind comertul, respectivele
restrictii in calea comertului nu sunt astfel nejustificate.

(67)  Datele de inaltd calitate si accesul la date de inaltd calitate joacd un rol vital in ceea ce priveste furnizarea structurii si
asigurarea performantei multor sisteme de IA, in special atunci cand se utilizeazd tehnici care implicd antrenarea
modelelor, pentru a se asigura cd sistemul de IA cu grad ridicat de risc functioneazd astfel cum s-a prevazut i in
conditii de sigurantd si nu devine o sursd de discriminare, interzisd de dreptul Uniunii. Seturile de date de inalta
calitate de antrenare, de validare si de testare necesitd punerea in aplicare a unor practici adecvate de guvernantd si
gestionare a datelor. Seturile de date de antrenare, de validare si de testare, inclusiv etichetele, ar trebui sd fie
relevante, suficient de reprezentative si, pe cat posibil, fard erori si complete, avand in vedere scopul preconizat al
sistemului. Pentru a facilita respectarea dreptului Uniunii in materie de protectie a datelor, cum ar fi Regulamentul
(UE) 2016/679, practicile de guvernantd si gestionare a datelor ar trebui sd includd, in cazul datelor cu caracter
personal, transparenta cu privire la scopul initial al colectarii datelor. Seturile de date ar trebui sd aibd, de asemenea,
proprietdtile statistice adecvate, inclusiv in ceea ce priveste persoanele sau grupurile de persoane in legdturd cu care
se intentioneazd si fie utilizat sistemul de IA cu grad ridicat de risc, acordind o atentie deosebitd atenudrii posibilelor
prejudecdti din seturile de date, care ar putea afecta sdnitatea si siguranta persoanelor, ar putea avea un impact
negativ asupra drepturilor fundamentale sau ar putea conduce la discriminare interzisd in temeiul dreptului Uniunii,
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in special in cazul in care datele de iesire influenteazd datele de intrare pentru operatiunile viitoare (,bucle de
feedback”). Prejudecitile pot fi, de exemplu, inerente seturilor de date subiacente, mai ales cand sunt utilizate date
istorice, sau pot fi generate in timpul implementarii in conditii reale a sistemelor. Rezultatele produse de sistemele de
IA ar putea fi influentate de aceste prejudecdti inerente care tind sd creascd treptat si astfel si perpetueze si si
amplifice discriminarea existentd, in special pentru persoanele care apartin anumitor grupuri vulnerabile, inclusiv
grupuri rasiale sau etnice. Cerinta ca seturile de date si fie, pe cat posibil, complete si fird erori nu ar trebui sd
afecteze utilizarea tehnicilor de protejare a vietii private in contextul dezvoltarii si testarii sistemelor de IA. In special,
seturile de date ar trebui s tind seama, in mdsura in care acest lucru este necesar avand in vedere scopul lor
preconizat, de particularitdtile, caracteristicile sau elementele care sunt specifice cadrului geografic, contextual,
comportamental sau functional in care este destinat si fie utilizat sistemul de IA. Cerintele legate de guvernanta
datelor pot fi respectate prin recurgerea la parti terte care oferd servicii de conformitate certificate, inclusiv
verificarea guvernantei datelor, a integritatii seturilor de date si a practicilor de antrenare, validare si testare a datelor,
in misura in care este asiguratd respectarea cerintelor in materie de date din prezentul regulament.

(68)  Pentru dezvoltarea si evaluarea sistemelor de IA cu grad ridicat de risc, anumiti actori, cum ar fi furnizorii,
organismele notificate si alte entitdti relevante, cum ar fi centrele europene de inovare digitald, unitatile de testare si
experimentare si cercetdtorii, ar trebui sd poatd accesa si utiliza seturi de date de inaltd calitate in domeniile de
activitate ale actorilor respectivi care sunt legate de prezentul regulament. Spatiile europene comune ale datelor
instituite de Comisie si facilitarea schimbului de date intre intreprinderi si cu administratiile publice in interes public
vor fi esentiale pentru a oferi un acces de incredere, responsabil si nediscriminatoriu la date de inaltd calitate pentru
antrenarea, validarea si testarea sistemelor de IA. De exemplu, in domeniul sindtdtii, spatiul european al datelor
privind sdndtatea va facilita accesul nediscriminatoriu la datele privind sindtatea si antrenarea algoritmilor IA cu
aceste seturi de date, intr-un mod care protejeazd viata privatd, sigur, prompt, transparent si fiabil si cu o guvernantd
institutionald adecvatd. Autoritdtile competente relevante, inclusiv cele sectoriale, care furnizeazi sau sprijind accesul
la date pot sprijini, de asemenea, furnizarea de date de inaltd calitate pentru antrenarea, validarea si testarea
sistemelor de IA.

(69)  Dreptul la viata privatd si la protectia datelor cu caracter personal trebuie sd fie garantat pe parcursul intregului ciclu
de viatd al sistemului de IA. In acest sens, principiile reducerii la minimum a datelor si protectiei datelor incepand cu
momentul conceperii si in mod implicit, astfel cum sunt prevdzute in dreptul Uniunii privind protectia datelor, sunt
aplicabile atunci cand sunt prelucrate date cu caracter personal. Misurile luate de furnizori pentru a asigura
respectarea principiilor respective pot include nu numai anonimizarea si criptarea, ci si folosirea unei tehnologii care
permite sa se aplice algoritmi datelor si antrenarea sistemelor de IA, fird ca aceste date si fie transmise intre parti si
fard ca insesi datele primare sau datele structurate si fie copiate, fird a aduce atingere cerintelor privind guvernanta
datelor prevdzute in prezentul regulament.

(70)  Pentru a proteja dreptul altora impotriva discrimindrii care ar putea rezulta din prejudecitile inerente sistemelor de
IA, furnizorii ar trebui s3 poatd sd prelucreze si categorii speciale de date cu caracter personal, ca o chestiune de
interes public major in intelesul articolului 9 alineatul (2) litera (g) din Regulamentul (UE) 2016/679 si al articolului
10 alineatul (2) litera (g) din Regulamentul (UE) 2018/1725, in mod exceptional, in masura in care este strict necesar
in scopul asigurdrii detectdrii si corectdrii prejudecdtilor in legdturd cu sistemele de IA cu grad ridicat de risc, sub
rezerva unor garantii adecvate pentru drepturile si libertitile fundamentale ale persoanelor fizice si in urma aplicarii
tuturor conditiilor prevdzute in temeiul prezentului regulament in plus fatd de conditiile prevazute in Regulamentele
(UE) 2016/679 si (UE) 2018/1725 si in Directiva (UE) 2016/680.

(71)  Detinerea de informatii usor de inteles cu privire la modul in care au fost dezvoltate sistemele de IA cu grad ridicat de
risc si la modul in care acestea functioneazd pe toatd durata lor de viatd este esentiald pentru a permite trasabilitatea
sistemelor respective, pentru a verifica conformitatea cu cerintele previzute in prezentul regulament, precum si
pentru monitorizarea functiondrii lor si pentru monitorizarea ulterioard introducerii pe piatd. Acest lucru presupune
pistrarea evidentelor si disponibilitatea unei documentatii tehnice care si contind informatiile necesare pentru
a evalua conformitatea sistemului de TA cu cerintele relevante si a facilita monitorizarea ulterioard introducerii pe
piatd. Aceste informatii ar trebui sd includi caracteristicile generale, capabilitatile si limitdrile sistemului, algoritmii,
datele, procesele de antrenare, testare si validare utilizate, precum si documentatia privind sistemul relevant de
gestionare a riscurilor si ar trebui sd fie redactate intr-o formd clard si cuprinzitoare. Documentatia tehnicd ar trebui
si fie actualizatd permanent si in mod adecvat pe toati durata de viata a sistemului de IA. In plus, sistemele de IA cu
grad ridicat de risc ar trebui sd permitd din punct de vedere tehnic inregistrarea automat a evenimentelor, prin
intermediul unor figiere de jurnalizare, de-a lungul duratei de viatd a sistemului.
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Pentru a rdspunde preocupdrilor legate de opacitatea §i complexitatea anumitor sisteme de IA si pentru a-i ajuta pe
implementatori sa isi indeplineascd obligatiile care le revin in temeiul prezentului regulament, ar trebui si fie impusa
transparenta pentru sistemele de IA cu grad ridicat de risc inainte ca acestea sd fie introduse pe piatd sau puse in
functiune. Sistemele de IA cu grad ridicat de risc ar trebui si fie proiectate astfel incit si le permitd
implementatorilor sd inteleagd modul in care functioneazd sistemul de IA, sd ii evalueze functionalitatea si si ii
inteleagd punctele forte si limitdrile. Sistemele de IA cu grad ridicat de risc ar trebui si fie insotite de informatii
adecvate sub forma de instructiuni de utilizare. Astfel de informatii ar trebui s3 includa caracteristicile, capabilitatile
si limitdrile performantei sistemului de TA. Acestea ar acoperi informatii privind posibile circumstante cunoscute si
previzibile legate de utilizarea sistemului de IA cu grad ridicat de risc, inclusiv actiuni ale implementatorului care pot
influenta comportamentul si performanta sistemului, din cauza cdrora sistemul de IA poate genera riscuri pentru
sdndtate, sigurantd si drepturile fundamentale, privind modificdrile care au fost prestabilite si evaluate din punctul de
vedere al conformitatii de citre furnizor si privind masurile relevante de supraveghere umand, inclusiv masurile de
facilitare a interpretdrii rezultatelor sistemului de A de citre implementatori. Transparenta, inclusiv instructiunile de
utilizare insotitoare, ar trebui sd ajute implementatorii s utilizeze sistemul si s i sprijine sd ia decizii in cunostintd
de cauza. Printre altele, implementatorii ar trebui si fie mai in mésurd sd aleagd corect sistemul pe care intentioneazd
sd il utilizeze, avand in vedere obligatiile care le sunt aplicabile, sd fie informati despre utilizdrile preconizate si
interzise si sd utilizeze sistemul de IA in mod corect si adecvat. Pentru a spori lizibilitatea si accesibilitatea
informatiilor incluse in instructiunile de utilizare, ar trebui s fie incluse, dupd caz, exemple ilustrative, de exemplu
privind limitdrile si utilizdrile preconizate si interzise ale sistemului de IA. Furnizorii ar trebui si se asigure ci toatd
documentatia, inclusiv instructiunile de utilizare, contine informatii semnificative, cuprinzitoare, accesibile si usor
de inteles, tindnd seama de nevoile si cunostintele previzibile ale implementatorilor vizati. Instructiunile de utilizare
ar trebui s fie puse la dispozitie intr-o limba ugor de inteles de cdtre implementatorii vizati, astfel cum se stabileste
de statul membru in cauza.

Sistemele de IA cu grad ridicat de risc ar trebui si fie concepute si dezvoltate astfel incit persoanele fizice si poatd
supraveghea functionarea lor si sd se poatd asigura cd ele sunt utilizate conform destinatiei lor si cd impactul lor este
abordat pe parcursul intregului ciclu de viatd al sistemului. In acest scop, furnizorul sistemului ar trebui s3 identifice
misuri adecvate de supraveghere umand inainte de introducerea sa pe piatd sau de punerea sa in functiune. In
special, dupd caz, astfel de mdsuri ar trebui si garanteze ci sistemul este supus unor constrangeri operationale
integrate care nu pot fi dezactivate de sistem si care sunt receptive la operatorul uman si cd persoanele fizice cdrora
le-a fost incredintatd supravegherea umand au competenta, pregdtirea si autoritatea necesare pentru indeplinirea
acestui rol. De asemenea, este esential, dupd caz, s se asigure faptul ci sistemele de IA cu grad ridicat de risc includ
mecanisme de ghidare si informare a unei persoane fizice cireia i-a fost incredintatd supravegherea umand pentru
a lua decizii in cunostintd de cauza pentru a stabili dacd, cind si cum sd intervind pentru a evita consecintele negative
sau riscurile sau pentru a opri sistemul dacd nu functioneaza astfel cum s-a previzut. Avand in vedere consecintele
semnificative pentru persoane in cazul unei concordante incorecte generate de anumite sisteme de identificare
biometricd, este oportun sd se prevadd o cerintd de supraveghere umand mai strictd pentru sistemele respective,
astfel incat implementatorul s nu poatd lua nicio masurd sau decizie pe baza identificarii rezultate din sistem, decat
dacd acest lucru a fost verificat §i confirmat separat de cel putin doud persoane fizice. Aceste persoane ar putea
proveni de la una sau mai multe entitdti si ar putea include persoana care opereazd sau utilizeaza sistemul. Aceastd
cerintd nu ar trebui si reprezinte o povard inutild sau si genereze intarzieri inutile si ar putea fi suficient ca
verificdrile separate efectuate de diferite persoane si fie inregistrate automat in fisierele de jurnalizare generate de
sistem. Avand in vedere particularititile din domeniile aplicarii legii, migratiei, controlului la frontiere si azilului,
aceastd cerind nu ar trebui s se aplice in cazul in care dreptul Uniunii sau dreptul intern considerd ci aplicarea
cerintei respective este disproportionata.

Sistemele de IA cu grad ridicat de risc ar trebui sd functioneze in mod consecvent pe parcursul intregului lor ciclu de
viatd si sd atingd un nivel adecvat de acuratete, robustete si securitate ciberneticd, avand in vedere scopul lor
preconizat §i in conformitate cu stadiul de avansare al tehnologiei general recunoscut. Comisia si organizatiile si
partile interesate relevante sunt incurajate si tind seama in mod corespunzitor de atenuarea riscurilor si
a impacturilor negative ale sistemului de IA. Nivelul preconizat al indicatorilor de performantd ar trebui s fie
declarat in instructiunile de utilizare insotitoare. Furnizorii sunt indemnati si comunice aceste informatii
implementatorilor intr-un mod clar si usor de inteles, fard induceri in eroare sau declaratii inselitoare. Dreptul
Uniunii privind metrologia legald, inclusiv Directivele 2014/31/UE (**) si 2014/32/UE (**) ale Parlamentului
European si ale Consiliului, urmdreste sd asigure acuratetea masuratorilor si si contribuie la transparenta si echitatea
tranzactiilor comerciale. In acest context, in cooperare cu pirtile interesate si organizatiile relevante, cum ar fi
autorititile din domeniul metrologiei si al etalondrii, Comisia ar trebui sd incurajeze, dupd caz, elaborarea unor
valori de referintd si a unor metodologii de masurare pentru sistemele de IA. In acest sens, Comisia ar trebui sa tind
seama de partenerii internationali care lucreazd in domeniul metrologiei si al indicatorilor de masurare relevanti
referitori la TA si si colaboreze cu partenerii respectivi.

Directiva 2014/31/UE a Parlamentului European si a Consiliului din 26 februarie 2014 privind armonizarea legislatiei statelor
membre referitoare la punerea la dispozitie pe piatd a aparatelor de cantdrit cu functionare neautomata (JO L 96, 29.3.2014, p. 107).
Directiva 2014/32|UE a Parlamentului European si a Consiliului din 26 februarie 2014 privind armonizarea legislatiei statelor
membre referitoare la punerea la dispozitie pe piatd a mijloacelor de masurare (JO L 96, 29.3.2014, p. 149).
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(75)  Robustetea tehnicd este o cerintd esentiald pentru sistemele de IA cu grad ridicat de risc. Acestea ar trebui sd fie
reziliente in raport cu comportamentul prejudiciabil sau altfel indezirabil, care poate rezulta din limitarile din cadrul
sistemelor sau al mediului in care functioneaza sistemele (de exemplu, erori, defectiuni, inconsecvente, situatii
neprevdzute). Prin urmare, ar trebui s fie luate mdsuri tehnice si organizatorice pentru a asigura robustetea
sistemelor de IA cu grad ridicat de risc, de exemplu prin proiectarea si dezvoltarea de solutii tehnice adecvate pentru
a preveni sau a reduce la minimum comportamentul prejudiciabil sau altfel indezirabil in alt mod. Solutiile tehnice
respective pot include, de exemplu, mecanisme care permit sistemului sa isi intrerupd functionarea in conditii de
sigurantd (planuri de autoprotectie) in prezenta anumitor anomalii sau atunci cand functionarea are loc in afara
anumitor limite prestabilite. Incapacitatea de a asigura protectia impotriva acestor riscuri ar putea avea un impact
asupra sigurantei sau ar putea afecta in mod negativ drepturile fundamentale, de exemplu din cauza unor decizii
eronate sau a unor rezultate gresite sau distorsionate de prejudeciti generate de sistemul de IA.

(76)  Securitatea ciberneticd joacd un rol esential in asigurarea rezilientei sistemelor de IA impotriva incercarilor de
modificare a utilizdrii, a comportamentului, a performantei sau de compromitere a proprietdtilor lor de securitate de
citre parti terte riuvoitoare care exploateazd vulnerabilititile sistemului. Atacurile cibernetice impotriva sistemelor
de IA se pot folosi de active specifice de IA, cum ar fi seturi de date de antrenament (de exemplu, otravirea datelor)
sau modele antrenate (de exemplu, atacuri contradictorii sau inferente din datele membrilor — membership inference),
sau pot exploata vulnerabilitatile activelor digitale ale sistemului de IA sau ale infrastructurii TIC subiacente. Pentru
a asigura un nivel de securitate ciberneticd adecvat riscurilor, furnizorii de sisteme de IA cu grad ridicat de risc ar
trebui, prin urmare, si ia mdasuri adecvate, cum ar fi controalele de securitate, tinind seama, dupd caz, si de
infrastructura TIC subiacentd.

(77)  Fard a aduce atingere cerintelor legate de robustete si acuratete prevdzute in prezentul regulament, sistemele de IA cu
grad ridicat de risc care intrd in domeniul de aplicare al Regulamentului Parlamentului European si al Consiliului
privind cerintele orizontale in materie de securitate ciberneticdi pentru produsele cu elemente digitale, in
conformitate cu regulamentul respectiv, pot demonstra conformitatea cu cerintele de securitate ciberneticd previzute
in prezentul regulament prin indeplinirea cerintelor esentiale de securitate ciberneticd previzute in regulamentul
respectiv. Atunci cand indeplinesc cerintele esentiale ale Regulamentului Parlamentului European si al Consiliului
privind cerintele orizontale in materie de securitate ciberneticd pentru produsele cu elemente digitale, sistemele de
IA cu grad ridicat de risc ar trebui si fie considerate conforme cu cerintele de securitate ciberneticd previzute in
prezentul regulament, in mdsura in care indeplinirea cerintelor respective este demonstratd in declaratia de
conformitate UE sau in parti ale acesteia emise in temeiul regulamentului respectiv. In acest scop, evaluarea riscurilor
in materie de securitate ciberneticd asociate unui produs cu elemente digitale clasificat drept sistem de IA cu grad
ridicat de risc in conformitate cu prezentul regulament, efectuatd in temeiul Regulamentului Parlamentului European
si al Consiliului privind cerintele orizontale in materie de securitate ciberneticd pentru produsele cu elemente
digitale, ar trebui sd ia in considerare riscurile la adresa rezilientei cibernetice a unui sistem de IA in ceea ce priveste
incercirile unor parti tere neautorizate de a-i modifica utilizarea, comportamentul sau performanta, inclusiv
vulnerabilititile specifice IA, cum ar fi otrdvirea datelor sau atacurile contradictorii, precum si, dupd caz, riscurile la
adresa drepturilor fundamentale, astfel cum se prevede in prezentul regulament.

(78)  Procedura de evaluare a conformitdtii previzutd de prezentul regulament ar trebui sd se aplice in ceea ce priveste
cerintele esentiale in materie de securitate ciberneticd ale unui produs cu elemente digitale care intrd sub incidenta
Regulamentului Parlamentului European si al Consiliului privind cerintele orizontale in materie de securitate
ciberneticd pentru produsele cu elemente digitale si clasificat drept sistem de IA cu grad ridicat de risc in temeiul
prezentului regulament. Totusi, aceastd reguld nu ar trebui si conducd la reducerea nivelului necesar de asigurare
pentru produsele critice cu elemente digitale care intrd sub incidenta Regulamentului Parlamentului European si al
Consiliului privind cerintele orizontale in materie de securitate ciberneticd pentru produsele cu elemente digitale.
Prin urmare, prin derogare de la aceastd reguld, sistemele de IA cu grad ridicat de risc care intrd in domeniul de
aplicare al prezentului regulament si care sunt calificate, de asemenea, drept produse importante si critice cu
elemente digitale in temeiul Regulamentului Parlamentului European si al Consiliului privind cerintele orizontale in
materie de securitate ciberneticd pentru produsele cu elemente digitale si cdrora li se aplicd procedura de evaluare
a conformitdtii bazatd pe control intern previzutd intr-o anexi la prezentul regulament fac obiectul dispozitiilor
privind evaluarea conformititii din Regulamentul Parlamentului European si al Consiliului privind cerintele
orizontale in materie de securitate cibernetici pentru produsele cu elemente digitale in ceea ce priveste cerintele
esentiale in materie de securitate ciberneticd din regulamentul respectiv. In acest caz, pentru toate celelalte aspecte
reglementate de prezentul regulament ar trebui sd se aplice dispozitiile respective privind evaluarea conformitatii
bazate pe control intern prevazute intr-o anexd la prezentul regulament. Valorificind cunoasterea si cunostintele de
specialitate din ENISA in ceea ce priveste politica in materie de securitate ciberneticd si sarcinile atribuite ENISA in
temeiul Regulamentului (UE) 2019/881 al Parlamentului European si al Consiliului (), Comisia ar trebui sd
coopereze cu ENISA in ceea ce priveste aspectele legate de securitatea ciberneticd a sistemelor de IA.

() Regulamentul (UE) 2019/881 al Parlamentului European si al Consiliului din 17 aprilie 2019 privind ENISA (Agentia Uniunii
Europene pentru Securitate Ciberneticd) si privind certificarea securitdtii cibernetice pentru tehnologia informatiei si comunicatiilor
si de abrogare a Regulamentului (UE) nr. 526/2013 (Regulamentul privind securitatea ciberneticd) (JO L 151, 7.6.2019, p. 15).
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Este oportun ca o anumitd persoand fizicd sau juridicd, definitd drept furnizor, sd isi asume responsabilitatea pentru
introducerea pe piatd sau punerea in functiune a unui sistem de IA cu grad ridicat de risc, indiferent daci persoana
fizicd sau juridicd respectivd este persoana care a proiectat sau a dezvoltat sistemul.

In calitate de semnatare ale Conventiei Natiunilor Unite privind drepturile persoanelor cu dizabilititi, Uniunea si
statele membre sunt obligate din punct de vedere juridic si protejeze persoanele cu dizabilititi impotriva
discrimindrii si sd promoveze egalitatea acestora, sd se asigure cd persoanele cu dizabilitdti au acces, in conditii de
egalitate cu ceilalti, la tehnologiile si sistemele informatiei si comunicatiilor si s3 garanteze respectarea vietii private
a persoanelor cu dizabilitdti. Avand in vedere importanta si utilizarea in crestere a sistemelor de IA, aplicarea
principiilor proiectirii universale la toate noile tehnologii si servicii ar trebui sd asigure accesul deplin si egal al
tuturor persoanelor potential afectate de tehnologiile IA sau care utilizeazd aceste tehnologii, inclusiv al persoanelor
cu dizabilitati, intr-un mod care sd tind seama pe deplin de demnitatea si diversitatea lor inerentd. Prin urmare, este
esential ca furnizorii si asigure conformitatea deplind cu cerintele de accesibilitate, inclusiv cu Directiva (UE)
20162102 a Parlamentului European si a Consiliului (%) si cu Directiva (UE) 2019/882. Furnizorii ar trebui si
asigure conformitatea cu aceste cerinte din faza de proiectare. Prin urmare, misurile necesare ar trebui si fie

integrate cat mai mult posibil in proiectarea sistemului de IA cu grad ridicat de risc.

Furnizorul ar trebui sd instituie un sistem bine pus la punct de management al calitdtii, sd asigure realizarea
procedurii necesare de evaluare a conformititii, sd intocmeascd documentatia relevanta si sd instituie un sistem solid
de monitorizare dupd introducerea pe piatd. Furnizorii de sisteme de IA cu grad ridicat de risc care fac obiectul unor
obligatii privind sistemele de management al calitdtii in temeiul dreptului sectorial relevant al Uniunii ar trebui sd
aibd posibilitatea de a include elementele sistemului de management al calitdtii prevdzut in prezentul regulament ca
parte a sistemului existent de management al calititii previzut in respectivul drept sectorial al Uniunii.
Complementaritatea dintre prezentul regulament si dreptul sectorial existent al Uniunii ar trebui, de asemenea, si fie
luatd in considerare in viitoarele activitdti de standardizare sau orientdri adoptate de Comisie. Autoritdtile publice
care pun in functiune sisteme de IA cu grad ridicat de risc pentru uzul propriu pot adopta si pune in aplicare norme
privind sistemul de management al calititii ca parte a sistemului de management al calitdtii adoptat la nivel national
sau regional, dupd caz, tinind seama de particularitdtile sectorului si de competentele si organizarea autoritatii
publice in cauza.

Pentru a permite aplicarea prezentului regulament si pentru a crea conditii de concurentd echitabile pentru operatori
si tindnd seama de diferitele forme de punere la dispozitie a produselor digitale, este important sd se asigure cd, in
toate circumstantele, o persoand stabilitd in Uniune poate furniza autoritatilor toate informatiile necesare cu privire
la conformitatea unui sistem de IA. Prin urmare, inainte de a-si pune la dispozitie sistemele de IA in Uniune,
furnizorii stabiliti in tri terte ar trebui sd desemneze, prin mandat scris, un reprezentant autorizat stabilit in Uniune.
Respectivul reprezentant autorizat joacd un rol central in asigurarea conformitdtii sistemelor de IA cu grad ridicat de
risc introduse pe piatd sau puse in functiune in Uniune de furnizorii respectivi care nu sunt stabiliti in Uniune si in
indeplinirea rolului de persoand de contact a acestora stabilitd in Uniune.

Avand in vedere natura si complexitatea lantului valoric pentru sistemele de IA si in conformitate cu noul cadru
legislativ, este esential sd se asigure securitatea juridicd si sd se faciliteze respectarea prezentului regulament. Prin
urmare, este necesar sa se clarifice rolul si obligatiile specifice ale operatorilor relevanti de-a lungul lantului valoric
respectiv, cum ar fi importatorii si distribuitorii care pot contribui la dezvoltarea sistemelor de TA. In anumite situati,
operatorii respectivi ar putea actiona in mai multe roluri in acelasi timp si, prin urmare, ar trebui sa indeplineascd in
mod cumulativ toate obligatiile relevante asociate rolurilor respective. De exemplu, un operator ar putea actiona in
acelasi timp ca distribuitor si ca importator.

Pentru a se asigura securitatea juridicd, este necesar sd se clarifice cd, in anumite conditii specifice, orice distribuitor,
importator, implementator sau altd parte tertd ar trebui sd fie considerat drept furnizor al unui sistem de IA cu grad
ridicat de risc i, prin urmare, si isi asume toate obligatiile relevante. Acest lucru ar fi valabil dacd partea respectivd
isi pune numele sau marca comerciald pe un sistem de IA cu grad ridicat de risc deja introdus pe piatd sau pus in
functiune, fird a aduce atingere dispozitiilor contractuale care prevdd cd obligatiile sunt alocate in alt mod. Acest
lucru ar fi valabil si dacd partea respectivd aduce o modificare substantiald unui sistem de IA cu grad ridicat de risc
care a fost deja introdus pe piatd sau a fost deja pus in functiune si intr-un mod in care acesta rimane un sistem de A
cu grad ridicat de risc in conformitate cu prezentul regulament sau dacd modificd scopul preconizat al unui sistem
de IA, inclusiv al unui sistem de IA de uz general, care nu a fost clasificat ca prezentand un grad ridicat de risc si care
a fost deja introdus pe piatd sau pus in functiune, intr-un mod in care sistemul de IA devine un sistem de IA cu grad
ridicat de risc in conformitate cu prezentul regulament. Aceste dispozitii ar trebui sa se aplice fard a aduce atingere
dispozitiilor mai specifice stabilite in anumite acte legislative de armonizare ale Uniunii intemeiate pe noul cadru
legislativ, impreund cu care ar trebui si se aplice prezentul regulament. De exemplu, articolul 16 alineatul (2) din

Directiva (UE) 2016/2102 a Parlamentului European si a Consiliului din 26 octombrie 2016 privind accesibilitatea site-urilor web si
a aplicatiilor mobile ale organismelor din sectorul public (O L 327, 2.12.2016, p. 1).
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Regulamentul (UE) 2017/745, care stabileste cd anumite modificiri nu ar trebui si fie considerate modificdri ale unui
dispozitiv care ar putea afecta conformitatea acestuia cu cerintele aplicabile, ar trebui sd se aplice in continuare
sistemelor de IA cu grad ridicat de risc care sunt dispozitive medicale in sensul regulamentului respectiv.

(85)  Sistemele de IA de uz general pot fi utilizate in sine ca sisteme de IA cu grad ridicat de risc sau pot fi componente ale
altor sisteme de IA cu grad ridicat de risc. Prin urmare, avand in vedere natura lor specificd si pentru a asigura
o partajare echitabild a responsabilittilor de-a lungul lantului valoric al IA, furnizorii de astfel de sisteme ar trebui,
indiferent dacd pot fi utilizate ca sisteme de IA cu grad ridicat de risc ca atare de alti furnizori sau drept componente
ale unor sisteme de IA cu grad ridicat de risc si cu exceptia cazului in care se prevede altfel in prezentul regulament,
sd coopereze indeaproape cu furnizorii sistemelor de IA cu grad ridicat de risc relevante pentru a permite respectarea
de citre acestea a obligatiilor relevante in temeiul prezentului regulament si cu autoritdtile competente instituite in
temeiul prezentului regulament.

(86)  In cazul in care, in conditiile previzute in prezentul regulament, furnizorul care a introdus initial sistemul de IA pe
piatd sau l-a pus in functiune nu ar mai trebui sd fie considerat furnizor in sensul prezentului regulament si in cazul
in care furnizorul respectiv nu a exclus in mod expres schimbarea sistemului de IA intr-un sistem de IA cu grad
ridicat de risc, primul furnizor ar trebui totusi si coopereze indeaproape, si pund la dispozitie informatiile necesare
si sd furnizeze accesul tehnic si alte tipuri de asistentd preconizate in mod rezonabil care sunt necesare pentru
indeplinirea obligatiilor previzute in prezentul regulament, in special in ceea ce priveste respectarea cerintelor
privind evaluarea conformititii sistemelor de IA cu grad ridicat de risc.

(87) In plus, in cazul in care un sistem de IA cu grad ridicat de risc care este o componenti de sigurantd a unui produs
care intrd in domeniul de aplicare al legislatiei de armonizare a Uniunii intemeiate pe noul cadru legislativ nu este
introdus pe piatd sau pus in functiune independent de produs, fabricantul produsului definit in legislatia respectivd
ar trebui sd respecte obligatiile furnizorului stabilite in prezentul regulament si ar trebui, in special, sd se asigure cd
sistemul de 1A incorporat in produsul final respectd cerintele prezentului regulament.

(88)  De-a lungul lantului valoric al IA, numeroase parti furnizeazd adesea sisteme, instrumente si servicii de IA, dar si
componente sau procese care sunt incorporate de furnizor in sistemul de IA, cu diferite obiective, inclusiv antrenarea
modelelor, reconversia modelelor, testarea si evaluarea modelelor, integrarea in software sau alte aspecte ale
dezvoltdrii de modele. Respectivele parti au un rol important in lantul valoric fatd de furnizorul sistemului de IA cu
grad ridicat de risc in care sunt integrate sistemele, instrumentele, serviciile, componentele sau procesele lor de IA si
ar trebui sd ii ofere acestui furnizor, printr-un acord scris, informatiile, capabilitatile, accesul tehnic si alte tipuri de
asistentd necesare bazate pe stadiul de avansare al tehnologiei general recunoscut, pentru a permite furnizorului si
respecte pe deplin obligatiile prevdzute in prezentul regulament, fird a-si compromite propriile drepturi de
proprietate intelectuald sau secrete comerciale.

(89)  Partile terte care pun la dispozitia publicului instrumente, servicii, procese sau componente de IA, altele decat
modelele de IA de uz general, ar trebui sd nu fie obligate sd respecte cerinte care vizeaza responsabilititile de-a lungul
lantului valoric al 1A, in special fatd de furnizorul care le-a utilizat sau le-a integrat, atunci cind aceste instrumente,
servicii, procese sau componente de IA sunt puse la dispozitie sub licentd liberd si deschisd. Dezvoltatorii de
instrumente, servicii, procese sau componente de IA libere si cu sursd deschisd, altele decat modelele de IA de uz
general, ar trebui sd fie incurajati sd pund in aplicare practici de documentare adoptate pe scard largd, cum ar fi
carduri insotitoare ale modelelor si fise de date, ca modalitate de a accelera schimbul de informatii de-a lungul
lantului valoric al IA, permitdnd promovarea unor sisteme de IA fiabile in Uniune.

(90)  Comisia ar putea elabora si recomanda un model voluntar de clauze contractuale intre furnizorii de sisteme de IA cu
grad ridicat de risc si partile terte care furnizeaza instrumente, servicii, componente sau procese care sunt utilizate
sau integrate in sistemele de IA cu grad ridicat de risc, pentru a facilita cooperarea de-a lungul lantului valoric. Atunci
cand elaboreazd modelul voluntar de clauze contractuale, Comisia ar trebui si ia in considerare si eventualele cerinte
contractuale aplicabile in anumite sectoare sau situatii economice.

(91)  Avand in vedere natura sistemelor de IA i riscurile la adresa sigurantei si a drepturilor fundamentale care pot fi
asociate cu utilizarea lor, inclusiv in ceea ce priveste necesitatea de a asigura o monitorizare adecvatd a performantei
unui sistem de IA intr-un context real, este oportun si se stabileascd responsabilitati specifice pentru implementatori.
Implementatorii ar trebui, in special, sd ia mdasurile tehnice si organizatorice adecvate pentru a se asigura cd
utilizeazd sisteme de IA cu grad ridicat de risc in conformitate cu instructiunile de utilizare si ar trebui si fie
previzute si alte obligatii in ceea ce priveste monitorizarea functiondrii sistemelor de 1A si pdstrarea evidentelor,
dupi caz. In plus, implementatorii ar trebui si se asigure ci persoanele desemnate si puni in aplicare instructiunile
de utilizare si supravegherea umand, astfel cum sunt previzute in prezentul regulament, au competenta necesard, in
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special un nivel adecvat de alfabetizare, formare si autoritate in domeniul IA pentru a indeplini in mod
corespunzitor sarcinile respective. Respectivele obligatii nu ar trebui si aducd atingere altor obligatii ale
implementatorilor in ceea ce priveste sistemele de IA cu grad ridicat de risc in temeiul dreptului Uniunii sau al
dreptului intern.

(92)  Prezentul regulament nu aduce atingere obligatiilor angajatorilor de a informa sau de a informa si consulta lucratorii
sau reprezentantii acestora in temeiul dreptului si al practicilor Uniunii sau nationale, inclusiv al Directivei
2002/14/CE a Parlamentului European si a Consiliului (**), cu privire la deciziile de punere in functiune sau de
utilizare a sistemelor de IA. Este in continuare necesar sd se asigure informarea lucrdtorilor si a reprezentantilor
acestora cu privire la implementarea planificati a sistemelor de IA cu grad ridicat de risc la locul de munca in cazul
in care nu sunt indeplinite conditiile pentru respectivele obligatii de informare sau de informare si consultare
previzute in alte instrumente juridice. In plus, un astfel de drept la informare este auxiliar si necesar in raport cu
obiectivul de protectie a drepturilor fundamentale care std la baza prezentului regulament. Prin urmare, prezentul
regulament ar trebui sd prevadd o cerintd de informare in acest sens, fird a afecta drepturile existente ale lucritorilor.

(93)  Desi riscurile legate de sistemele de IA pot rezulta din modul in care sunt proiectate sistemele respective, pot decurge
riscuri si din modul in care aceste sisteme de IA sunt utilizate. Prin urmare, implementatorii sistemelor de IA cu grad
ridicat de risc joacd un rol esential in garantarea faptului cd drepturile fundamentale sunt protejate, completand
obligatiile furnizorului la dezvoltarea sistemului de IA. Implementatorii sunt cei mai in masurd sd inteleagd modul in
care sistemul de IA cu grad ridicat de risc va fi utilizat concret si, prin urmare, pot identifica potentialele riscuri
semnificative care nu au fost prevdzute in faza de dezvoltare, datoritd cunoasterii mai exacte a contextului de
utilizare, a persoanelor sau a grupurilor de persoane care ar putea fi afectate, inclusiv a grupurilor vulnerabile.
Implementatorii de sisteme de IA cu grad ridicat de risc enumerate intr-o anexd la prezentul regulament joacd, de
asemenea, un rol esential in informarea persoanelor fizice si ar trebui, atunci cind iau decizii sau contribuie la luarea
deciziilor referitoare la persoane fizice, dupd caz, sd informeze persoanele fizice cd fac obiectul utilizarii sistemului
de IA cu grad ridicat de risc. Aceste informatii ar trebui si includd scopul urmdrit si tipul de decizii luate.
Implementatorul ar trebui, de asemenea, sd informeze persoanele fizice cu privire la dreptul lor la o explicatie
furnizatd in temeiul prezentului regulament. In ceea ce priveste sistemele de IA cu grad ridicat de risc utilizate in
scopul aplicdrii legii, aceastd obligatie ar trebui si fie pusd in aplicare in conformitate cu articolul 13 din Directiva
(UE) 2016/680.

(94)  Orice prelucrare a datelor biometrice implicate in utilizarea sistemelor de IA pentru identificarea biometricd in
scopul aplicdrii legii trebuie si respecte articolul 10 din Directiva (UE) 2016/680, care permite o astfel de prelucrare
numai atunci cind este strict necesard, sub rezerva unor garantii adecvate pentru drepturile si libertatile persoanei
vizate, si atunci cand este autorizatd de dreptul Uniunii sau de dreptul intern. O astfel de utilizare, atunci cand este
autorizatd, trebuie, de asemenea, s respecte principiile previzute la articolul 4 alineatul (1) din Directiva (UE)
2016/680, inclusiv legalitatea, echitatea si transparenta, limitarea scopului, exactitatea i limitarea stocarii.

(95)  Fard a aduce atingere dreptului aplicabil al Uniunii, in special Regulamentului (UE) 2016/679 si Directivei (UE)
2016/680, avand in vedere caracterul intruziv al sistemelor de identificare biometricd la distantd ulterioard, utilizarea
sistemelor de identificare biometricd la distantd ulterioard ar trebui sd facd obiectul unor garantii. Sistemele de
identificare biometricd la distanta ulterioard ar trebui si fie utilizate intotdeauna intr-un mod proportional, legitim si
strict necesar si, prin urmare, adaptat, in ceea ce priveste persoanele care urmeaza sa fie identificate, localizarea,
acoperirea temporald si pe baza unui set de date inchis de inregistriri video obtinute in mod legal. in orice caz,
sistemele de identificare biometrica la distantd ulterioard nu ar trebui si fie utilizate in cadrul aplicarii legii pentru
a conduce la o supraveghere arbitrard. Conditiile pentru identificarea biometricd la distantd ulterioard nu ar trebui, in
niciun caz, sd ofere o bazi pentru a eluda conditiile interdictiei si exceptiile stricte pentru identificarea biometrici la
distantd in timp real.

(96)  Pentru a se asigura in mod eficient ¢ drepturile fundamentale sunt protejate, implementatorii de sisteme de 1A cu
grad ridicat de risc care sunt organisme de drept public sau entitdtile private care furnizeazd servicii publice si
implementatorii care implementeazd anumite sisteme de IA cu grad ridicat de risc enumerate intr-o anexd la
prezentul regulament, cum ar fi entititile bancare sau de asigurdri, ar trebui sd efectueze o evaluare a impactului
asupra drepturilor fundamentale inainte de a pune aceste sisteme in functiune. Serviciile importante pentru
persoanele fizice care sunt de naturd publicd pot fi furnizate si de entititi private. Entitdtile private care furnizeazi
astfel de servicii publice sunt legati de sarcini de interes public, cum ar fi in domeniul educatiei, al ingrijirilor de
sdndtate, al serviciilor sociale, al locuintelor, al administrarii justitiei. Scopul evaludrii impactului asupra drepturilor
fundamentale este ca implementatorul si identifice riscurile specifice pentru drepturile persoanelor sau ale
grupurilor de persoane care ar putea fi afectate si sd identifice masurile care trebuie luate in cazul materializrii
riscurilor respective. Evaluarea impactului ar trebui si fie efectuatd inainte de implementarea sistemului de IA cu

(*")  Directiva 2002/14/CE a Parlamentului European si a Consiliului din 11 martie 2002 de stabilire a unui cadru general de informare si
consultare a lucrdtorilor din Comunitatea Europeand (JO L 80, 23.3.2002, p. 29).
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grad ridicat de risc si ar trebui s fie actualizatd atunci cind implementatorul considerd ci oricare dintre factorii
relevanti s-au schimbat. Evaluarea impactului ar trebui sa identifice procesele relevante ale implementatorului in care
sistemul de IA cu grad ridicat de risc va fi utilizat in conformitate cu scopul sdu preconizat si ar trebui sd includd
o descriere a perioadei de timp si a frecventei in care se intentioneaza utilizarea sistemului, precum si a categoriilor
specifice de persoane fizice si grupuri care sunt susceptibile de a fi afectate in contextul specific de utilizare.
Evaluarea ar trebui sd includd, de asemenea, identificarea riscurilor specifice de prejudiciu care ar putea avea un
impact asupra drepturilor fundamentale ale persoanelor sau grupurilor respective. Atunci cand efectueazi aceastd
evaluare, implementatorul ar trebui si tind seama de informatiile relevante pentru o evaluare adecvatd a impactului,
inclusiv de informatiile furnizate de furnizorul sistemului de IA cu grad ridicat de risc in instructiunile de utilizare,
dar fard a se limita la aceste informatii. Avand in vedere riscurile identificate, implementatorii ar trebui sd stabileasca
mdsurile care trebuie luate in cazul materializarii acestor riscuri, inclusiv, de exemplu, mecanisme de guvernanta in
acest context specific de utilizare, cum ar fi mecanisme de supraveghere umana in conformitate cu instructiunile de
utilizare sau proceduri de tratare a plangerilor si proceduri aferente masurilor reparatorii, deoarece acestea ar putea fi
esentiale pentru atenuarea riscurilor la adresa drepturilor fundamentale in cazuri concrete de utilizare. Dupi
efectuarea respectivei evaludri a impactului, implementatorul ar trebui si ii notifice acest lucru autoritatii relevante
de supraveghere a pietei. Dupd caz, pentru a colecta informatiile relevante necesare pentru efectuarea evaludrii
impactului, implementatorii de sisteme de IA cu grad ridicat de risc, in special atunci cand sistemele de IA sunt
utilizate in sectorul public, ar putea implica partile interesate relevante, inclusiv reprezentantii grupurilor de
persoane susceptibile de a fi afectate de sistemul de IA, expertii independenti si organizatiile societdtii civile in
efectuarea unor astfel de evaludri ale impactului si in conceperea miasurilor care trebuie luate in cazul materializarii
riscurilor. Oficiul european pentru inteligenta artificiald (Oficiul pentru IA) ar trebui sd elaboreze un model de
chestionar pentru a facilita conformitatea si a reduce sarcina administrativd pentru implementatori.

(97)  Notiunea de modele de IA de uz general ar trebui si fie definitd in mod clar si separatd de notiunea de sisteme de IA
pentru a asigura securitatea juridicd. Definitia ar trebui si se bazeze pe caracteristicile functionale esentiale ale unui
model de A de uz general, in special pe generalitate si pe capabilitatea de a indeplini in mod competent o gama larga
de sarcini distincte. Aceste modele sunt, de reguld, antrenate pe volume mari de date, prin diverse metode, cum ar fi
invitarea autosupravegheatd, nesupravegheatd sau prin intdrire. Modelele de IA de uz general pot fi introduse pe
piatd in diferite moduri, inclusiv prin biblioteci, interfete de programare a aplicatiilor (API), sub forma de descdrcare
directd sau sub formai de copie fizicd. Aceste modele pot fi modificate suplimentar sau calibrate si astfel transformate
in modele noi. Desi modelele de IA sunt componente esentiale ale sistemelor de IA, ele nu constituie sisteme de IA in
sine. Modelele de IA necesitd adiugarea de componente suplimentare, cum ar fi, de exemplu, o interfatd cu
utilizatorul, pentru a deveni sisteme de IA. Modelele de IA sunt, de reguld, integrate in sistemele de IA si fac parte din
acestea. Prezentul regulament prevede norme specifice pentru modelele de IA de uz general si pentru modelele de IA
de uz general care prezintd riscuri sistemice, norme care ar trebui sd se aplice si atunci cind aceste modele sunt
integrate sau fac parte dintr-un sistem de IA. Ar trebui si se inteleagd ci obligatiile furnizorilor de modele de IA de
uz general ar trebui sd se aplice odatd ce modelele de IA de uz general sunt introduse pe piatd. Atunci cand
furnizorul unui model de IA de uz general integreazd un model propriu in propriul sistem de IA care este pus la
dispozitie pe piatd sau pus in functiune, modelul respectiv ar trebui si fie considerat ca fiind introdus pe piatd si, prin
urmare, obligatiile previdzute in prezentul regulament pentru modele ar trebui sd se aplice in continuare in plus fatd
de cele pentru sistemele de IA. Obligatiile stabilite pentru modele nu ar trebui in niciun caz si se aplice atunci cand
un model propriu este utilizat pentru procese pur interne care nu sunt esentiale pentru furnizarea unui produs sau
a unui serviciu cdtre terti, iar drepturile persoanelor fizice nu sunt afectate. Avand in vedere potentialele lor efecte
negative semnificative, modelele de IA de uz general cu risc sistemic ar trebui si facd intotdeauna obiectul obligatiilor
relevante in temeiul prezentului regulament. Definitia nu ar trebui sd acopere modelele de IA utilizate inainte de
introducerea lor pe piatd in scopul unic al activititilor de cercetare, dezvoltare si creare de prototipuri. Acest lucru nu
aduce atingere obligatiei de a se conforma prezentului regulament atunci cand, in urma unor astfel de activitdti, se
introduce pe piatd un model.

(98)  In timp ce generalitatea unui model ar putea fi determinata, printre altele, si de o serie de parametri, ar trebui si se
considere c¢d modelele cu cel putin un miliard de parametri si antrenate cu un volum mare de date utilizand
autosupravegherea la scard largd prezintd o generalitate semnificativa si indeplinesc in mod competent o gama larg
de sarcini distincte.

(99)  Modelele de IA generative de mari dimensiuni sunt un exemplu tipic de model de IA de uz general, avand in vedere
cd permit generarea flexibild de continut, cum ar fi sub forma de text, audio, imagini sau video, care pot raspunde cu
usurintd unei game largi de sarcini distincte.

(100) Atunci cand un model de IA de uz general este integrat intr-un sistem de IA sau face parte dintr-un astfel de sistem,
acest sistermn ar trebui s fie considerat a fi un sistem de IA de uz general atunci cand, in urma acestei integrari, acest
sistem are capabilitatea de a servi unei varietiti de scopuri. Un sistem de IA de uz general poate fi utilizat direct sau
poate fi integrat in alte sisteme de IA.
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(101)

(102)

(103)

(104)

(105)

(*)

Furnizorii de modele de IA de uz general au un rol si o responsabilitate deosebite de-a lungul lantului valoric al IA,
deoarece modelele pe care le furnizeazd pot constitui baza pentru o serie de sisteme din aval, adesea furnizate de
furnizori din aval care au nevoie de o bund intelegere a modelelor si a capabilitatilor acestora, atit pentru a permite
integrarea unor astfel de modele in produsele lor, ct si pentru a-si indeplini obligatiile care le revin in temeiul
prezentului regulament sau al altor regulamente. Prin urmare, ar trebui si fie stabilite mdsuri proportionale de
transparentd, inclusiv intocmirea si tinerea la zi a documentatiei, precum si furnizarea de informatii privind modelul
de IA de uz general pentru utilizarea sa de citre furnizorii din aval. Documentatia tehnicd ar trebui sd fie pregatita si
tinutd la zi de cdtre furnizorul modelului de IA de uz general in scopul de a o pune, la cerere, la dispozitia Oficiului
pentru IA si a autoritdtilor nationale competente. Setul minim de elemente care trebuie incluse in aceastd
documentatie ar trebui sd fie stabilit in anexele specifice la prezentul regulament. Comisia ar trebui si fie
imputernicitd sd modifice anexele respective prin intermediul unor acte delegate in functie de evolutiile tehnologice.

Software-ul si datele, inclusiv modelele, lansate sub licentd liberd si cu sursi deschisa care le permite si fie partajate in
mod deschis si pe care utilizatorii le pot accesa, utiliza, modifica si redistribui liber sau versiuni modificate ale
acestora, pot contribui la cercetare si inovare pe piatd si pot oferi oportunitdti semnificative de crestere pentru
economia Uniunii. Ar trebui sd se considere cd modelele de IA de uz general lansate sub licente libere si cu sursi
deschisd asigurd niveluri ridicate de transparentd si deschidere dacd parametrii lor, inclusiv ponderile, informatiile
privind arhitectura modelului si informatiile privind utilizarea modelului, sunt pusi la dispozitia publicului. Licenta
ar trebui si fie consideratd ca fiind liberd si cu sursd deschisi si atunci cand le permite utilizatorilor s ruleze, si
copieze, sd distribuie, sd studieze, si modifice si si imbundtiteascd software-ul si datele, inclusiv modelele, cu
conditia ca furnizorul initial al modelului sa fie mentionat si ca termenii de distributie identici sau comparabili s3 fie
respectati.

Componentele de IA libere si cu sursd deschisd acoperd software-ul si datele, inclusiv modelele §i modelele,
instrumentele, serviciile sau procesele de IA de uz general ale unui sistem de IA. Componentele de IA libere si cu
sursd deschisd pot fi furnizate prin diferite canale, inclusiv prin dezvoltarea lor in depozite deschise. In sensul
prezentului regulament, componentele de IA care sunt furnizate contra unui pret sau monetizate in alt mod, inclusiv
prin furnizarea de sprijin tehnic sau de alte servicii, inclusiv prin intermediul unei platforme software, legate de
componenta de IA, sau utilizarea datelor cu caracter personal din alte motive decit in scopul exclusiv de
imbundtitire a securitdtii, a compatibilititii sau a interoperabilitdtii software-ului, cu exceptia tranzactiilor dintre
microintreprinderi, nu ar trebui s beneficieze de exceptiile previzute pentru componentele de IA libere si cu sursd
deschisd. Punerea la dispozitie a componentelor de IA prin intermediul depozitelor deschise nu ar trebui, in sine, sd
constituie 0 monetizare.

Furnizorii de modele de IA de uz general care sunt lansate sub licenta libera si cu sursd deschisd si ai ciror parametri,
inclusiv ponderile, informatiile privind arhitectura modelului i informatiile privind utilizarea modelului, sunt pusi la
dispozitia publicului ar trebui si facd obiectul unor exceptii in ceea ce priveste cerintele legate de transparentd
impuse modelelor de IA de uz general, cu exceptia cazului in care se poate considera cd prezintd un risc sistemic, caz
in care circumstanta ¢ modelul este transparent si insotit de o licentd cu sursd deschisd nu ar trebui s fie
consideratd un motiv suficient pentru a exclude respectarea obligatiilor previzute in prezentul regulament. In orice
caz, avand in vedere cd lansarea modelelor de 1A de uz general sub licentd liberd si cu sursd deschisd nu dezviluie
neapdrat informatii substantiale cu privire la setul de date utilizat pentru antrenarea sau calibrarea modelului si la
modul in care a fost astfel asiguratd conformitatea cu dreptul privind drepturile de autor, exceptia prevazutd pentru
modelele de IA de uz general de la respectarea cerintelor legate de transparentd nu ar trebui sd se refere la obligatia de
a prezenta un rezumat cu privire la continutul utilizat pentru antrenarea modelelor si la obligatia de a institui
o politicd de respectare a dreptului Uniunii privind drepturile de autor, in special pentru a identifica si a respecta
rezervarea drepturilor in temeiul articolului 4 alineatul (3) din Directiva (UE) 2019/790 a Parlamentului European si
a Consiliului (*°).

Modelele de IA de uz general, in special modelele de IA generative de mari dimensiuni, capabile sd genereze text,
imagini si alte continuturi, prezintd oportunititi unice de inovare, dar si provocdri pentru artisti, autori si alti
creatori si pentru modul in care continutul lor creativ este creat, distribuit, utilizat si consumat. Dezvoltarea si
antrenarea unor astfel de modele necesitd acces la volume mari de text, imagini, materiale video si alte date. Tehnicile
de extragere a textului si a datelor pot fi utilizate pe scard largd in acest context pentru obtinerea si analizarea unui
astfel de continut, care poate fi protejat prin drepturi de autor si drepturi conexe. Orice utilizare a unui continut
protejat prin drepturi de autor necesitd autorizare din partea titularului de drepturi in cauzd, cu exceptia cazului in
care se aplicd exceptii si limitiri relevante ale drepturilor de autor. Directiva (UE) 2019/790 a introdus exceptii si
limitdri care permit reproduceri i extrageri ale operelor sau ale altor obiecte protejate, in scopul extragerii de text si

Directiva (UE) 2019/790 a Parlamentului European si a Consiliului din 17 aprilie 2019 privind dreptul de autor si drepturile conexe
pe piata unicd digitald si de modificare a Directivelor 96/9/CE si 2001/29/CE (JO L 130, 17.5.2019, p. 92).
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de date, in anumite conditii. In temeiul acestor norme, titularii de drepturi pot alege s isi rezerve drepturile asupra
operelor lor sau asupra altor obiecte protejate ale lor pentru a preveni extragerea de text si de date, cu exceptia
cazului in care acest lucru se face in scopul cercetdrii stiintifice. in cazul in care drepturile de neparticipare au fost
rezervate in mod expres intr-un mod adecvat, furnizorii de modele de IA de uz general trebuie sd obtind o autorizatie
din partea titularilor de drepturi dacd doresc sd efectueze extragere de text si de date din astfel de opere.

(106) Furnizorii care introduc modele de IA de uz general pe piata Uniunii ar trebui s asigure respectarea obligatiilor
relevante previzute in prezentul regulament. In acest scop, furnizorii de modele de IA de uz general ar trebui si
instituie o politicd de respectare a dreptului Uniunii privind drepturile de autor si drepturile conexe, in special pentru
a identifica si a respecta rezervarea drepturilor exprimatd de titularii de drepturi in temeiul articolului 4 alineatul (3)
din Directiva (UE) 2019/790. Orice furnizor care introduce un model de IA de uz general pe piata Uniunii ar trebui
sd respecte aceastd obligatie, indiferent de jurisdictia in care au loc actele relevante pentru drepturile de autor care
stau la baza antrendrii respectivelor modele de IA de uz general. Acest lucru este necesar pentru a asigura conditii de
concurentd echitabile intre furnizorii de modele de 1A de uz general, in care niciun furnizor nu ar trebui si poatd
obtine un avantaj competitiv pe piata Uniunii prin aplicarea unor standarde privind drepturile de autor mai scizute
decat cele previzute in Uniune.

(107) Pentru a spori transparenta datelor utilizate in preantrenarea si antrenarea modelelor de IA de uz general, inclusiv
a textului si a datelor protejate de dreptul privind drepturile de autor, este adecvat ca furnizorii de astfel de modele sd
elaboreze si sd pund la dispozitia publicului un rezumat suficient de detaliat al continutului utilizat pentru antrenarea
modelului de TA de uz general. Tinand seama in mod corespunzitor de necesitatea de a proteja secretele comerciale
si informatiile comerciale confidentiale, acest rezumat ar trebui si aibd un domeniu de aplicare in general
cuprinzdtor, in loc si fie detaliat din punct de vedere tehnic, pentru a facilita partilor cu interese legitime, inclusiv
titularilor de drepturi de autor, si isi exercite drepturile si sd asigure respectarea drepturilor lor in temeiul dreptului
Uniunii, de exemplu prin enumerarea principalelor colectii sau seturi de date folosite la antrenarea modelului, cum ar
fi bazele de date sau arhivele de date de mari dimensiuni, private sau publice, si prin furnizarea unei explicatii
narative cu privire la alte surse de date utilizate. Este oportun ca Oficiul pentru IA s furnizeze un model pentru
rezumat, care ar trebui si fie simplu, eficace si sd permitd furnizorului sd furnizeze rezumatul solicitat sub forma
narativd.

(108) In ceea ce priveste obligatiile impuse furnizorilor de modele de IA de uz general de a institui o politicd de respectare
a dreptul Uniunii privind drepturile de autor si de a pune la dispozitia publicului un rezumat al continutului utilizat
pentru antrenare, Oficiul pentru IA ar trebui si monitorizeze dacd furnizorul si-a indeplinit obligatiile respective fird
a verifica sau a efectua o evaluare operd cu operd a datelor de antrenament in ceea ce priveste respectarea drepturilor
de autor. Prezentul regulament nu aduce atingere aplicdrii normelor in materie de drepturi de autor previzute in
dreptul Uniunii.

(109) Respectarea obligatiilor aplicabile furnizorilor de modele de IA de uz general ar trebui si fie corespunzdtoare si
proportionald cu tipul de furnizor de model, excluzand necesitatea respectdrii pentru persoanele care dezvoltd sau
utilizeazd modele in alte scopuri decit cele profesionale sau de cercetare stiintificd, care ar trebui totusi si fie
incurajate sd respecte in mod voluntar aceste cerinte. Fird a aduce atingere dreptului Uniunii privind drepturile de
autor, respectarea obligatiilor respective ar trebui si tind seama in mod corespunzdtor de dimensiunea furnizorului si
sd permitd modalitati simplificate de asigurare a respectdrii cerintelor pentru IMM-uri, inclusiv pentru intreprinderile
nou-infiintate, care nu ar trebui s reprezinte un cost excesiv si si descurajeze utilizarea unor astfel de modele. in
cazul unei modificdri sau calibriri a unui model, obligatiile furnizorilor de modele de IA de uz general ar trebui sd se
limiteze la modificarea sau calibrarea respectivd, de exemplu prin completarea documentatiei tehnice deja existente
cu informatii privind modificdrile, inclusiv noi surse de date de antrenament, ca mijloc de respectare a obligatiilor
privind lantul valoric previzute in prezentul regulament.

(110) Modelele de IA de uz general ar putea prezenta riscuri sistemice care includ, printre altele, orice efecte negative reale
sau previzibile in mod rezonabil in legiturd cu accidente majore, perturbiri ale sectoarelor critice si consecinte grave
pentru sindtatea si siguranta publicd, orice efecte negative reale sau previzibile in mod rezonabil asupra proceselor
democratice, asupra securitdtii publice si economice, diseminarea de continut ilegal, fals sau discriminatoriu.
Riscurile sistemice ar trebui si fie intelese ca crescand odatd cu capabilititile modelului si cu amploarea modelului,
pot apirea de-a lungul intregului ciclu de viatd al modelului si sunt influentate de conditiile de utilizare
necorespunzatoare, de fiabilitatea modelului, de echitatea modelului si de securitatea modelului, de nivelul de
autonomie a modelului, de accesul sdu la instrumente, de modalititile noi sau combinate, de strategiile de lansare si
distributie, de potentialul de eliminare a mecanismelor de protectie si de alti factori. In special, abordarile
internationale au identificat pand in prezent necesitatea de a acorda atentie riscurilor generate de potentialele utilizari
necorespunzitoare intentionate sau de problemele neintentionate de control legate de alinierea la intentia umani;
riscurilor chimice, biologice, radiologice si nucleare, cum ar fi modalitatile de reducere a barierelor la intrare, inclusiv
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pentru dezvoltarea, proiectarea, achizitionarea sau utilizarea de arme; capabilitdtilor cibernetice ofensive, cum ar fi
modalititile care permit descoperirea, exploatarea sau utilizarea operationald a vulnerabilitdtilor; efectelor
interactiunii si ale utilizdrii instrumentelor, inclusiv, de exemplu, capacitatea de a controla sistemele fizice si de
a interfera cu infrastructura criticd; riscurilor legate de posibilitatea ca modelele sd faci copii dupd ele insele sau sd se
,autoreproducd” ori sd antreneze alte modele; modurilor in care modelele pot da nastere unor prejudecati
ddundtoare si discrimindrii cu riscuri pentru indivizi, comunititi sau societdti; facilitdrii dezinformarii sau
prejudicierii vietii private cu amenintiri la adresa valorilor democratice si a drepturilor omului; riscului ca un anumit
eveniment sd conduci la o reactie in lant cu efecte negative considerabile care ar putea afecta pand la un intreg oras,
o intreagd activitate de domeniu sau o intreagd comunitate.

(111) Este oportun sd se stabileascd o metodologie pentru clasificarea modelelor de IA de uz general ca modele de IA de uz
general cu riscuri sistemice. Intruct riscurile sistemice rezultd din capabilititi deosebit de ridicate, ar trebui s3 se
considere cd un model de IA de uz general prezintd riscuri sistemice dacd are capabilitdti cu impact ridicat, evaluate
pe baza unor instrumente si metodologii tehnice adecvate sau dacd are un impact semnificativ asupra pietei interne
din cauza amplorii sale. Capabilititi cu impact ridicat in modelele de IA de uz general inseamna capabilititi care
corespund capabilitdtilor inregistrate in cele mai avansate modele de 1A de uz general sau depdsesc capabilititile
respective. Intreaga gami de capabilititi ale unui model ar putea fi mai bine inteleasd dup introducerea sa pe piatd
sau atunci cand implementatorii interactioneazd cu modelul. In conformitate cu stadiul actual al tehnologiei la
momentul intrdrii in vigoare a prezentului regulament, volumul cumulat de calcul utilizat pentru antrenarea
modelului de IA de uz general masurat in operatii in virguld mobild este una dintre aproximdrile relevante pentru
capabilititile modelului. Volumul cumulat de calcul utilizat pentru antrenare include calculul utilizat pentru toate
activititile si metodele menite si consolideze capabilititile modelului inainte de implementare, cum ar fi
preantrenarea, generarea de date sintetice si calibrarea. Prin urmare, ar trebui si fie stabilit un prag initial de operatii
in virguld mobild, care, dacd este atins de un model de IA de uz general, conduce la prezumtia ¢ modelul este un
model de IA de uz general cu riscuri sistemice. Acest prag ar trebui sd fie ajustat in timp pentru a reflecta schimbdrile
tehnologice si industriale, cum ar fi imbundtatirile algoritmice sau eficienta hardware sporitd, si ar trebui si fie
completat cu valori de referint4 si indicatori pentru capabilitatea modelului. In acest scop, Oficiul pentru IA ar trebui
sd colaboreze cu comunitatea stiintificd, cu industria, cu societatea civild si cu alti experti. Pragurile, precum si
instrumentele si valorile de referintd pentru evaluarea capabilitdtilor cu impact ridicat ar trebui si fie indicatori
puternici ai generalitdtii, ai capabilititilor modelului si ai riscului sistemic asociat modelelor de IA de uz general si ar
putea lua in considerare modul in care modelul va fi introdus pe piatd sau numdrul de utilizatori pe care ii poate
afecta. Pentru a completa acest sistem, Comisia ar trebui sd aibd posibilitatea de a lua decizii individuale de
desemnare a unui model de TA de uz general ca model de IA de uz general cu risc sistemic dacd se constatd ci un
astfel de model are capabilitdti sau un impact echivalent cu cele acoperite de pragul stabilit. Decizia respectivd ar
trebui luatd pe baza unei evaludri globale a criteriilor pentru desemnarea unui model de IA de uz general cu risc
sistemic prevazute intr-o anexd la prezentul regulament, cum ar fi calitatea sau dimensiunea setului de date de
antrenament, numdrul de utilizatori comerciali si finali, modalititile referitoare la datele de intrare si de iesire ale
modelului, nivelul siu de autonomie si de scalabilitate sau instrumentele la care are acces. La cererea motivati a unui
furnizor al cdrui model a fost desemnat drept model de IA de uz general cu risc sistemic, Comisia ar trebui si tind
seama de cerere si poate decide si reevalueze dacd modelul de IA de uz general poate fi considerat in continuare ca
prezentand riscuri sistemice.

(112) De asemenea, este necesar si se clarifice o procedurd pentru clasificarea unui model de IA de uz general cu riscuri
sistemice. Un model de IA de uz general care respectd pragul aplicabil pentru capabilitdtile cu impact ridicat ar trebui
s fie prezumat ca fiind un model de IA de uz general cu risc sistemic. Furnizorul ar trebui sd notifice Oficiul pentru
IA in termen de cel mult doud sdptimani de la indeplinirea cerintelor sau de la data la care devine cunoscut faptul cd
un model de IA de uz general va indeplini cerintele care conduc la prezumtia respectiva. Acest lucru este deosebit de
relevant in legiturd cu pragul de operatii in virguldi mobild, deoarece antrenarea modelelor de IA de uz general
necesitd o planificare considerabild, care include alocarea in avans a resurselor de calcul si, prin urmare, furnizorii de
modele de IA de uz general sunt in masurd sd stie dacd modelul lor ar atinge pragul inainte de finalizarea antrenrii.
In contextul notificarii respective, furnizorul ar trebui si poatd demonstra ci, avand in vedere caracteristicile sale
specifice, un model de IA de uz general nu prezintd, in mod exceptional, riscuri sistemice si cd, prin urmare, nu ar
trebui sd fie clasificat drept model de 1A de uz general cu riscuri sistemice. Aceste informatii sunt valoroase deoarece
Oficiul pentru IA poate sd anticipeze introducerea pe piatd a modelelor de IA de uz general cu riscuri sistemice, iar
furnizorii pot incepe sd colaboreze cu Oficiul pentru IA din timp. Aceste informatii sunt deosebit de importante in
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ceea ce priveste modelele de IA de uz general care sunt planificate sa fie lansate ca sursd deschisd, avand in vedere c3,
dupd lansarea modelului cu sursd deschisd, mdsurile necesare pentru a asigura respectarea obligatiilor prevdzute in
prezentul regulament pot fi mai dificil de pus in aplicare.

(113) In cazul in care Comisia constati cd un model de IA de uz general indeplineste cerintele de clasificare ca model de IA
de uz general cu risc sistemic, lucru care anterior fie nu fusese cunoscut, fie nu fusese notificat Comisiei de furnizorul
relevant, Comisia ar trebui s fie imputernicitd s il desemneze ca atare. Un sistem de alerte calificate ar trebui si
asigure faptul cd Oficiul pentru IA este informat de catre grupul stiintific cu privire la modele de IA de uz general
care ar putea fi clasificate drept modele de IA de uz general cu risc sistemic, pe langd activititile de monitorizare ale
Oficiului pentru IA.

(114) Furnizorii de modele de IA de uz general care prezintd riscuri sistemice ar trebui sd facd obiectul, pe langa obligatiile
previzute pentru furnizorii de modele de 1A de uz general, unor obligatii menite si identifice si si atenueze riscurile
respective si sd asigure un nivel adecvat de protectie in materie de securitate ciberneticd, indiferent daci este furnizat
ca model de sine stititor sau incorporat intr-un sistem sau intr-un produs de IA. Pentru a atinge obiectivele
respective, prezentul regulament ar trebui sd impund furnizorilor si efectueze evaludrile necesare ale modelelor, in
special inainte de prima lor introducere pe piatd, inclusiv efectuarea si documentarea testdrii contradictorii
a modelelor, inclusiv, dupi caz, prin testdri interne sau externe independente. in plus, furnizorii de modele de TA de
uz general cu riscuri sistemice ar trebui sd evalueze si sd atenueze in permanentd riscurile sistemice, inclusiv, de
exemplu, prin instituirea unor politici de gestionare a riscurilor, cum ar fi procesele de asigurare a rdspunderii si de
guvernantd, prin punerea in aplicare a monitorizdrii ulterioare introducerii pe piatd, prin luarea de mdsuri adecvate
de-a lungul intregului ciclu de viatd al modelului si prin cooperarea cu actorii relevanti de-a lungul lantului valoric al
IA.

(115) Furnizorii de modele de IA de uz general cu riscuri sistemice ar trebui s evalueze si sd atenueze posibilele riscuri
sistemice. Dacd, in pofida eforturilor de identificare si prevenire a riscurilor legate de un model de IA de uz general
care poate prezenta riscuri sistemice, dezvoltarea sau utilizarea modelului cauzeazd un incident grav, furnizorul
modelului de TA de uz general ar trebui sd urmareasca fard intarzieri nejustificate incidentul si sd raporteze Comisiei
si autorititilor nationale competente orice informatii relevante si posibile masuri corective. In plus, furnizorii ar
trebui s asigure un nivel adecvat de protectie in materie de securitate ciberneticd pentru model si infrastructura
fizicd a acestuia, dacd este cazul, de-a lungul intregului ciclu de viatd al modelului. Protectia in materie de securitate
ciberneticd legatd de riscurile sistemice asociate utilizdrii rduvoitoare sau atacurilor ar trebui si ia in considerare in
mod corespunzdtor scurgerile accidentale de modele, lansirile neautorizate, eludarea masurilor de sigurantd si
apdrarea impotriva atacurilor cibernetice, a accesului neautorizat sau a furtului de modele. Aceastd protectie ar putea
fi facilitatd prin securizarea ponderilor modelelor, a algoritmilor, a serverelor si a seturilor de date, de exemplu prin
mdsuri de securitate operationald pentru securitatea informatiilor, politici specifice in materie de securitate
ciberneticd, solutii tehnice si consacrate adecvate si controale ale accesului cibernetic si fizic, adecvate
circumstantelor relevante si riscurilor implicate.

(116) Oficiul pentru IA ar trebui si incurajeze si sd faciliteze elaborarea, revizuirea si adaptarea unor coduri de bune
practici, tindnd seama de aborddrile internationale. Toti furnizorii de modele de IA de uz general ar putea fi invitati
sd participe. Pentru a se asigura cd codurile de bune practici reflectd stadiul actual al tehnologiei si tin seama in mod
corespunzitor de un set divers de perspective, Oficiul pentru IA ar trebui sd colaboreze cu autoritdtile nationale
competente relevante i ar putea, dupd caz, sd se consulte cu organizatiile societatii civile si cu alte parti interesate si
experti relevanti, inclusiv cu grupul stiintific, pentru elaborarea unor astfel de coduri. Codurile de bune practici ar
trebui sd se refere la obligatiile furnizorilor de modele de IA de uz general si de modele de IA de uz general care
prezintd riscuri sistemice. In plus, in ceea ce priveste riscurile sistemice, codurile de bune practici ar trebui si
contribuie la stabilirea unei taxonomii a tipurilor §i naturii riscurilor sistemice la nivelul Uniunii, inclusiv a surselor
acestora. Codurile de bune practici ar trebui sd se axeze, de asemenea, pe misuri specifice de evaluare si de atenuare
a riscurilor.

(117) Codurile de bune practici ar trebui si reprezinte un instrument central pentru respectarea corespunzitoare
a obligatiilor prevazute in prezentul regulament pentru furnizorii de modele de IA de uz general. Furnizorii ar trebui
sd se poatd baza pe coduri de bune practici pentru a demonstra respectarea obligatiilor. Prin intermediul unor acte de
punere in aplicare, Comisia poate decide sd aprobe un cod de bune practici si sd ii acorde o valabilitate generald in
Uniune sau, alternativ, sd prevadd norme comune pentru punerea in aplicare a obligatiilor relevante, in cazul in care,
pand la momentul in care prezentul regulament devine aplicabil, un cod de bune practici nu poate fi finalizat sau nu
este considerat adecvat de citre Oficiul pentru IA. Odatd ce un standard armonizat este publicat si evaluat ca fiind
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(118)

119)

(120

(121)

adecvat pentru a acoperi obligatiile relevante de citre Oficiul pentru IA, furnizorii ar trebui si beneficieze de
prezumtia de conformitate in cazul in care respectd un standard european armonizat. In plus, furnizorii de modele
de IA de uz general ar trebui sd poatd demonstra conformitatea utilizind mijloace alternative adecvate, dacd nu sunt
disponibile coduri de bune practici sau standarde armonizate sau dacd aleg si nu se bazeze pe acestea.

Prezentul regulament reglementeaza sistemele de IA si modelele de TA prin impunerea anumitor cerinte si obligatii
pentru actorii relevanti de pe piatd care le introduc pe piatd, le pun in functiune sau le utilizeazd in Uniune,
completand astfel obligatiile pentru furnizorii de servicii intermediare care incorporeaza astfel de sisteme sau modele
in serviciile lor reglementate de Regulamentul (UE) 2022/2065. In misura in care astfel de sisteme sau modele sunt
incorporate in platforme online foarte mari sau in motoare de cdutare online foarte mari desemnate, acestea fac
obiectul cadrului de gestionare a riscurilor previzut in Regulamentul (UE) 2022/2065. In consecintd, ar trebui s se
presupund cd obligatiile corespunzdtoare din prezentul regulament sunt indeplinite, cu exceptia cazului in care apar
riscuri sistemice semnificative care nu intrd sub incidenta Regulamentului (UE) 2022/2065 si sunt identificate in
astfel de modele. In acest cadru, furnizorii de platforme online foarte mari si de motoare de ciutare online foarte
mari sunt obligati sd evalueze potentialele riscuri sistemice care decurg din proiectarea, functionarea si utilizarea
serviciilor lor, inclusiv modul in care proiectarea sistemelor algoritmice utilizate in cadrul serviciului poate contribui
la astfel de riscuri, precum si riscurile sistemice care decurg din potentialele utilizdri necorespunzitoare. Acesti
furnizori sunt, de asemenea, obligati sd ia masuri adecvate de atenuare, cu respectarea drepturilor fundamentale.

Avand in vedere ritmul rapid al inovirii si al evolutiei tehnologice a serviciilor digitale care intrd in domeniul de
aplicare al diferitelor instrumente din dreptul Uniunii, in special avind in vedere utilizarea i perceptia destinatarilor
lor, sistemele de IA care fac obiectul prezentului regulament pot fi furnizate ca servicii intermediare sau ca parti ale
acestora in sensul Regulamentului (UE) 20222065, care ar trebui si fie interpretat intr-un mod neutru din punct de
vedere tehnologic. De exemplu, sistemele de IA pot fi utilizate pentru a furniza motoare de ciutare online, in special
in masura in care un sistem de IA, cum ar fi un chatbot online, efectueazd cdutdri, in principiu, pe toate site-urile
web, apoi incorporeaza rezultatele in cunostingele sale existente si utilizeazd cunostingele actualizate pentru a genera
un singur rezultat care combind diferite surse de informatii.

In plus, obligatiile impuse prin prezentul regulament furnizorilor si implementatorilor anumitor sisteme de 1A
pentru a permite detectarea si divulgarea faptului cd rezultatele sistemelor respective sunt generate sau manipulate
artificial sunt deosebit de relevante pentru a facilita punerea in aplicare efectivd a Regulamentului (UE) 2022/2065.
Acest lucru este valabil in special in ceea ce priveste obligatiile furnizorilor de platforme online foarte mari sau de
motoare de cdutare online foarte mari de a identifica §i a atenua riscurile sistemice care pot apdrea in urma
disemindrii continutului care a fost generat sau manipulat artificial, in special riscul privind efectele negative reale
sau previzibile asupra proceselor democratice, asupra discursului civic si asupra proceselor electorale, inclusiv prin
dezinformare.

Standardizarea ar trebui si joace un rol esential in furnizarea de solutii tehnice furnizorilor pentru a asigura
conformitatea cu prezentul regulament, in conformitate cu stadiul actual al tehnologiei, pentru a promova inovarea,
precum si competitivitatea i cresterea pe piata unicd. Conformitatea cu standardele armonizate, astfel cum sunt
definite la articolul 2 punctul 1 litera (c) din Regulamentul (UE) nr. 1025/2012 al Parlamentului European si al
Consiliului ('), care ar trebui, in mod normal, sd reflecte stadiul actual al tehnologiei, ar trebui sa fie un mijloc prin
care furnizorii sd demonstreze conformitatea cu cerintele prezentului regulament. Prin urmare, ar trebui s fie
incurajatd o reprezentare echilibratd a intereselor, care sd implice toate pdrtile interesate relevante in elaborarea
standardelor, in special IMM-urile, organizatiile consumatorilor si partile interesate din domeniul mediului si din
domeniul social, in conformitate cu articolele 5 si 6 din Regulamentul (UE) nr. 1025/2012. Pentru a facilita
conformitatea, solicitdrile de standardizare ar trebui si fie emise de Comisie fird intarzieri nejustificate. Atunci cand
elaboreazd solicitarea de standardizare, Comisia ar trebui sd consulte forumul consultativ si Consiliul IA pentru
a colecta cunostintele de specialitate relevante. Cu toate acestea, in absenta unor trimiteri relevante la standardele
armonizate, Comisia ar trebui sd poatd stabili, prin intermediul unor acte de punere in aplicare si dupd consultarea
forumului consultativ, specificatii comune pentru anumite cerinte in temeiul prezentului regulament. Specificatia
comund ar trebui sd constituie o solutie exceptionald de rezervd, pentru a facilita obligatia furnizorului de a respecta
cerintele prezentului regulament, atunci cind solicitarea de standardizare nu a fost acceptatd de niciuna dintre
organizatiile de standardizare europene sau cind standardele armonizate relevante abordeazd insuficient
preocupdrile in materie de drepturi fundamentale ori cand standardele armonizate nu corespund solicitdrii sau
atunci cand existd intrzieri in adoptarea unui standard armonizat adecvat. In cazul in care o astfel de intarziere in
adoptarea unui standard armonizat se datoreazd complexitdtii tehnice a standardului respectiv, acest lucru ar trebui

Regulamentul (UE) nr. 1025/2012 al Parlamentului European si al Consiliului din 25 octombrie 2012 privind standardizarea
europeand, de modificare a Directivelor 89/686/CEE si 93/15/CEE ale Consiliului si a Directivelor 94/9/CE, 94/25/CE, 95/16/CE,
97/23|CE, 98/34|CE, 2004/22|CE, 2007/23/CE, 2009/23/CE si 2009/105/CE ale Parlamentului European si ale Consiliului si de
abrogare a Deciziei 87/95/CEE a Consiliului si a Deciziei nr. 1673/2006/CE a Parlamentului European si a Consiliului (JO L 316,
14.11.2012, p. 12).
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sd fie luat in considerare de Comisie inainte de a avea in vedere stabilirea unor specificatii comune. Atunci cand
elaboreazi specificatii comune, Comisia este incurajatd si coopereze cu partenerii internationali si cu organismele de
standardizare internationale.

(122) Este oportun ca, fird a aduce atingere utilizdrii standardelor armonizate si a specificatiilor comune, sd se prezume cd
furnizorii unui sistem de IA cu grad ridicat de risc care a fost antrenat si testat pe baza unor date care reflectd cadrul
geografic, comportamental, contextual sau functional specific in care se intentioneaza utilizarea sistemului de IA
respectd masura relevantd previzutd in temeiul cerintei privind guvernanta datelor stabilitd in prezentul regulament.
Fard a aduce atingere cerintelor legate de robustete si acuratete prevdzute in prezentul regulament, in conformitate cu
articolul 54 alineatul (3) din Regulamentul (UE) 2019/881, ar trebui s se prezume ci sistemele de IA cu grad ridicat
de risc care au fost certificate sau pentru care a fost emisd o declaratie de conformitate in cadrul unui sistem de
securitate cibernetica in temeiul regulamentului respectiv, iar referintele aferente au fost publicate in Jurnalul Oficial al
Uniunii Europene, respectd cerinta de securitate cibernetici mentionatd in prezentul regulament, in mdsura in care
certificatul de securitate ciberneticd sau declaratia de conformitate sau parti ale acestora acoperd cerinta de securitate
ciberneticd din prezentul regulament. Acest lucru nu aduce atingere caracterului voluntar al respectivului sistem de
securitate ciberneticd.

(123) Pentru a asigura un nivel ridicat de fiabilitate a sistemelor de IA cu grad ridicat de risc, aceste sisteme ar trebui s facd
obiectul unei evaludri a conformitdtii inainte de introducerea lor pe piatd sau de punerea lor in functiune.

(124) Este oportun ca, pentru a reduce la minimum sarcina impusa operatorilor si pentru a evita eventualele suprapuneri,
pentru sistemele de IA cu grad ridicat de risc legate de produse care fac obiectul legislatiei de armonizare existente
a Uniunii bazate pe noul cadru legislativ, conformitatea acestor sisteme de IA cu cerintele prezentului regulament sa
fie evaluatd ca parte a evaludrii conformitdtii previzute deja in legislatia respectivd. Aplicabilitatea cerintelor
prezentului regulament nu ar trebui, prin urmare, sd afecteze logica specificd, metodologia sau structura generald
a evaludrii conformitatii in temeiul legislatiei de armonizare relevante a Uniunii.

(125) Avand in vedere complexitatea sistemelor de IA cu grad ridicat de risc si riscurile asociate acestora, este important si
se dezvolte o procedurd adecvatd de evaluare a conformitdtii pentru sistemele de IA cu grad ridicat de risc care
implicd organisme notificate, asa-numita evaluare a conformitatii de citre terti. Cu toate acestea, avand in vedere
experienta actuald a organismelor profesionale de certificare inainte de introducerea pe piatd in domeniul sigurantei
produselor si natura diferitd a riscurilor implicate, este oportun si se limiteze, cel putin intr-o fazi initiald de aplicare
a prezentului regulament, domeniul de aplicare al evaludrii conformitatii de citre terti pentru sistemele de IA cu grad
ridicat de risc, altele decat cele legate de produse. Prin urmare, evaluarea conformitatii unor astfel de sisteme ar trebui
sd fie efectuatd, ca reguld generald, de citre furnizor pe propria rispundere, cu singura exceptie a sistemelor de IA
destinate a fi utilizate pentru biometrie.

(126) In vederea efectudrii de evaluiri ale conformititii de citre terti atunci cand este necesar, autorititile nationale
competente ar trebui si comunice lista organismelor notificate in temeiul prezentului regulament, cu conditia ca
acestea sd indeplineascd un set de cerinte, in special in ceea ce priveste independenta, competenta, absenta
conflictelor de interese si cerintele minime de securitate cibernetica. Lista acestor organisme notificate ar trebui sa fie
trimisd de autorititile nationale competente Comisiei si celorlalte state membre prin intermediul instrumentului de
notificare electronicd dezvoltat si gestionat de Comisie in temeiul articolului R23 din anexa I la Decizia
nr. 768/2008|CE.

(127) In conformitate cu angajamentele asumate de Uniune in temeiul Acordului Organizatiei Mondiale a Comertului
privind barierele tehnice in calea comertului, este adecvat sd se faciliteze recunoasterea reciprocd a rezultatelor
evaludrii conformitdtii obtinute de organismele competente de evaluare a conformitatii, indiferent de teritoriul pe
care sunt stabilite acestea, cu conditia ca respectivele organisme de evaluare a conformitatii instituite in temeiul
dreptului unei tari terte sd indeplineascd cerintele aplicabile ale prezentului regulament, iar Uniunea sd fi incheiat un
acord in acest sens. In acest context, Comisia ar trebui si analizeze in mod activ posibile instrumente internationale
adecvate acestui scop si, in special, si urmareascd incheierea de acorduri de recunoastere reciproci cu tari terte.

(128) In conformitate cu notiunea stabilitd de comun acord de modificare substantiald pentru produsele reglementate de
legislatia de armonizare a Uniunii, este oportun ca, ori de cite ori se produce o modificare care poate afecta
respectarea prezentului regulament de citre un sistem de IA cu grad ridicat de risc (de exemplu, modificarea
sistemului de operare sau a arhitecturii software) sau atunci cand scopul preconizat al sistemului se modifici,
respectivul sistem de IA si fie considerat a fi un sistem de IA nou care ar trebui s facd obiectul unei noi evaludri
a conformitdtii. Cu toate acestea, modificdrile care afecteazd algoritmul si performanta sistemelor de IA care
continui si ,invete” dupd ce au fost introduse pe piatd sau puse in functiune si anume, adaptarea automatd
a modului in care sunt indeplinite functiile nu ar trebui si constituie o modificare substantiali, cu conditia ca
modificdrile respective si fi fost prestabilite de furnizor i evaluate in momentul evaludrii conformitatii.
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(130)

(131)

(132)

Sistemele de IA cu grad ridicat de risc ar trebui sd poarte marcajul CE pentru a indica conformitatea lor cu prezentul
regulament, astfel incat sd poatd circula liber in cadrul pietei interne. Pentru sistemele de IA cu grad ridicat de risc
incorporate intr-un produs ar trebui sa fie aplicat un marcaj CE fizic care poate fi completat de un marcaj CE digital.
Pentru sistemele de IA cu grad ridicat de risc furnizate exclusiv digital, ar trebui s fie utilizat un marcaj CE digital.
Statele membre ar trebui si nu genereze obstacole nejustificate in calea introducerii pe piatd sau a punerii in
functiune a sistemelor de IA cu grad ridicat de risc care sunt conforme cu cerintele previzute in prezentul
regulament si care poartd marcajul CE.

In anumite conditii, disponibilitatea rapidd a tehnologiilor inovatoare poate fi esentiald pentru sinitatea si siguranta
persoanelor, pentru protectia mediului si combaterea schimbdrilor climatice si pentru societate in ansamblu. Prin
urmare, este oportun ca, din motive exceptionale de sigurantd publici sau de protectie a vietii si a sdnatatii
persoanelor fizice, de protectie a mediului si de protectie a activelor industriale si de infrastructurd esentiale,
autorititile de supraveghere a pietei sd poatd autoriza introducerea pe piatd sau punerea in functiune a unor sisteme
de IA care nu au fost supuse unei evaludri a conformitatii. In situatii justificate in mod corespunzitor, astfel cum se
prevede in prezentul regulament, autorititile de aplicare a legii sau autorititile de protectie civild pot pune in
functiune un anumit sistem de IA cu grad ridicat de risc fird autorizarea autorittii de supraveghere a pietei, cu
conditia ca o astfel de autorizare si fie solicitatd in timpul utilizdrii sau dupa utilizare, fird intarzieri nejustificate.

Pentru a facilita activitatea Comisiei si a statelor membre in domeniul IA, precum si pentru a spori transparenta fatd
de public, furnizorii de sisteme de IA cu grad ridicat de risc, altele decat cele legate de produse care intrd in domeniul
de aplicare al actelor legislative de armonizare relevante existente ale Uniunii, precum si furnizorii care considerd cd
un sistem de IA care figureazd intre situatiile cu grad ridicat de risc dintr-o anexa la prezentul regulament nu este, pe
baza unei derogdri, un sistem de IA cu grad ridicat de risc, ar trebui sd aiba obligatia de a se inregistra, precum si de
a Inregistra informatii despre propriul sistem de IA intr-o baza de date a UE, care urmeazd si fie creatd si gestionatd
de Comisie. Inainte de a utiliza un sistem de IA care figureaz3 intre situatiile cu grad ridicat de risc dintr-o anexd la
prezentul regulament, implementatorii sistemelor de IA cu grad ridicat de risc care sunt autoritdti, agentii sau
organisme publice ar trebui sd se inregistreze in baza de date respectiva si sd selecteze sistemul pe care intentioneazd
sd 1l utilizeze. Ceilalti implementatori ar trebui sd aibd dreptul de a face acest lucru in mod voluntar. Aceastd sectiune
a bazei de date a UE ar trebui si fie accesibild publicului, in mod gratuit, informatiile ar trebui si fie usor de parcurs,
usor de inteles si prelucrabile automat. Baza de date a UE ar trebui, de asemenea, si fie usor de utilizat, de exemplu
prin furnizarea de functionalititi de cdutare, inclusiv prin intermediul cuvintelor-cheie, care si permitd publicului
larg sd giiseascd informatiile relevante care trebuie si fie transmise la inregistrarea sistemelor de IA cu grad ridicat de
risc §i cu privire la cazul de utilizare a sistemelor de IA cu grad ridicat de risc, previzute intr-o anexd la prezentul
regulament, cdrora le corespund sistemele de IA cu grad ridicat de risc. Orice modificare substantiald a sistemelor de
IA cu grad ridicat de risc ar trebui sa se inregistreze, de asemenea, in baza de date a UE. Pentru sistemele de IA cu
grad ridicat de risc din domeniul aplicdrii legii, al migratiei, al azilului si al gestiondrii controlului la frontiere,
obligatiile de inregistrare ar trebui si fie indeplinite in cadrul unei sectiuni securizate, care nu este accesibild
publicului, a bazei de date a UE. Accesul la sectiunea securizatd care nu este accesibild publicului ar trebui s fie strict
limitat la Comisie, precum si la autoritdtile de supraveghere a pietei in ceea ce priveste sectiunea lor nationald din
baza de date respectivd. Sistemele de IA cu grad ridicat de risc din domeniul infrastructurii critice ar trebui sa fie
inregistrate exclusiv la nivel national. Comisia ar trebui si fie operatorul bazei de date a UE, in conformitate cu
Regulamentul (UE) 2018/1725. Pentru a asigura functionalitatea deplind a bazei de date a UE, atunci cand aceasta
este implementatd, procedura de stabilire a bazei de date ar trebui sd includa dezvoltarea de specificatii functionale de
catre Comisie si un raport de audit independent. Comisia ar trebui sd {ind seama de riscurile in materie de securitate
ciberneticd atunci cand isi indeplineste sarcinile de operator de date in baza de date a UE. Pentru a maximiza
disponibilitatea si utilizarea bazei de date a UE de citre public, baza de date a UE, inclusiv informatiile puse la
dispozitie prin intermediul acesteia, ar trebui sd indeplineascid cerintele previazute in Directiva (UE) 2019/882.

Anumite sisteme de A destinate sd interactioneze cu persoane fizice sau si genereze continut pot prezenta riscuri
specifice de uzurpare a identitatii sau de ingeldciune, indiferent daca acestea se calificd drept sisteme cu grad ridicat
de risc sau nu. Prin urmare, in anumite circumstante, utilizarea acestor sisteme ar trebui si facd obiectul unor
obligatii specifice in materie de transparentd, fard a aduce atingere cerintelor si obligatiilor pentru sistemele de IA cu
grad ridicat de risc si sub rezerva unor exceptii specifice pentru a tine seama de nevoia speciald de a aplica legea. in
special, persoanele fizice ar trebui si fie informate cd interactioneaza cu un sistem de IA, cu exceptia cazului in care
acest lucru este evident din punctul de vedere al unei persoane fizice rezonabil de bine informatd, de atentd si de
avizatd, tinand seama de circumstantele si contextul de utilizare. La punerea in aplicare a obligatiei respective,
caracteristicile persoanelor fizice care apartin grupurilor vulnerabile din motive de varstd sau dizabilitate ar trebui si
fie luate in considerare in mdsura in care sistemul de IA este destinat s interactioneze si cu aceste grupuri. In plus,
persoanele fizice ar trebui si fie informate atunci cand sunt expuse la sisteme de IA care, prin prelucrarea datelor lor
biometrice, pot identifica sau deduce emotiile sau intentiile persoanelor respective sau le pot include in categorii
specifice. Astfel de categorii specifice se pot referi la aspecte precum sexul, vérsta, culoarea parului, culoarea ochilor,
tatuajele, trisiturile personale, originea etnicd, preferintele si interesele personale. Astfel de informatii si notificiri ar
trebui sd fie furnizate in formate accesibile pentru persoanele cu dizabilitati.
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(133) O varietate de sisteme de IA poate genera cantitdti mari de continut sintetic, pe care oamenii ajung si il distingd din
ce in ce mai greu de continutul autentic, generat de om. Disponibilitatea pe scard largd si capabilititile din ce in ce
mai mari ale acestor sisteme au un impact semnificativ asupra integritdtii ecosistemului informational si a increderii
in acesta, generdnd noi riscuri de dezinformare si manipulare la scari largd, de fraudd, de uzurpare a identitatii si de
inducere in eroare a consumatorilor. Avand in vedere impactul respectiv, ritmul tehnologic rapid si necesitatea unor
noi metode si tehnici de urmdrire a originii informatiilor, este oportun si se solicite furnizorilor acestor sisteme si
incorporeze solutii tehnice care sd permitd marcarea intr-un format prelucrabil automat si detectarea faptului cd
rezultatul a fost generat sau manipulat de un sistem de IA, si nu de un om. Aceste tehnici §i metode ar trebui sa fie
suficient de fiabile, interoperabile, eficace si robuste, in misura in care acest lucru este fezabil din punct de vedere
tehnic, tindnd seama de tehnicile disponibile sau de o combinatie de astfel de tehnici, cum ar fi filigrane, identificari
prin intermediul metadatelor, metode criptografice pentru a dovedi provenienta si autenticitatea continutului,
metode de inregistrare, amprente digitale sau alte tehnici, dupd caz. Atunci cind pun in aplicare aceastd obligatie,
furnizorii ar trebui, de asemenea, si tind seama de particularitdtile si limitirile diferitelor tipuri de continut si de
evolutiile tehnologice si ale pietei relevante in domeniu, astfel cum se reflectd in stadiul de avansare general
recunoscut al tehnologiei. Astfel de tehnici si metode pot fi puse in aplicare la nivelul sistemului de IA sau la nivelul
modelului de IA, inclusiv al modelelor de IA de uz general care genereazi continut, facilitind astfel indeplinirea
acestei obligatii de cdtre furnizorul din aval al sistemului de IA. Este oportun si se aibd in vedere c3, pentru a rimane
proportionald, aceastd obligatie de marcare nu ar trebui si vizeze sistemele de IA care indeplinesc in principal
o functie de asistare pentru editarea standard sau sistemele de IA care nu modifici in mod substantial datele de
intrare furnizate de implementator sau semantica acestora.

(134) Pe langd solutiile tehnice utilizate de furnizorii sistemului de IA, implementatorii care utilizeazd un sistem de 1A
pentru a genera sau a manipula continuturi de imagine, audio sau video care se aseamidnd in mod apreciabil cu
persoane, obiecte, locuri, entitdti sau evenimente existente si care ar crea unei persoane impresia falsi cd sunt
autentice sau adevirate (deepfake-uri), ar trebui, de asemenea, sd dezviluie in mod clar si distinct faptul cd respectivul
continut a fost creat sau manipulat in mod artificial prin etichetarea in consecintd a rezultatului generat de IA si
divulgarea originii sale artificiale. Respectarea acestei obligatii de transparentd nu ar trebui si fie interpretatd in
sensul de a indica cd utilizarea sistemului de IA sau a rezultatelor sale impiedicd dreptul la libertatea de exprimare si
dreptul la libertatea artelor si stiintelor garantate de cartd, in special atunci cand continutul face parte dintr-o lucrare
sau dintr-un program in mod evident creativ, satiric, artistic, fictiv sau analog, sub rezerva unor garantii adecvate
pentru drepturile si libertatile tertilor. In cazurile respective, obligatia de transparentd pentru deepfake-uri previzutd
in prezentul regulament se limiteazd la divulgarea existentei unui astfel de continut generat sau manipulat intr-un
mod adecvat, care s3 nu impiedice expunerea lucrdrii sau posibilitatea de a beneficia de aceasta, inclusiv exploatarea
si utilizarea normald a acesteia, mentinand in acelasi timp utilitatea si calitatea lucrdrii. In plus, este, de asemenea,
oportun si se aibd in vedere o obligatie similard de divulgare in ceea ce priveste textul generat sau manipulat de IA,
in misura in care acesta este publicat cu scopul de a informa publicul cu privire la chestiuni de interes public, cu
exceptia cazului in care continutul generat de IA a fost supus unui proces de verificare editoriald sau revizuire umand
si responsabilitatea editoriald pentru publicarea continutului este detinutd de o persoand fizica sau juridica.

(135) Fard a aduce atingere caracterului obligatoriu si aplicabilitdtii depline a obligatiilor privind transparenta, Comisia
poate, de asemenea, sd incurajeze si si faciliteze elaborarea de coduri de bune practici la nivelul Uniunii cu scopul de
a facilita punerea in aplicare efectivd a obligatiilor privind detectarea si etichetarea continutului generat sau
manipulat artificial, inclusiv de a sprijini modalititile practice pentru a oferi accesul, dupd caz, la mecanisme de
detectare i pentru a facilita cooperarea cu alti actori de-a lungul lantului valoric, pentru a disemina continutul sau
a verifica autenticitatea si provenienta acestuia, astfel incat publicul si poatd distinge efectiv continutul generat de IA.

(136) Obligatiile impuse prin prezentul regulament furnizorilor si implementatorilor anumitor sisteme de IA pentru
a permite detectarea si divulgarea faptului c rezultatele sistemelor respective sunt generate sau manipulate artificial
sunt deosebit de relevante pentru a facilita punerea in aplicare efectivd a Regulamentului (UE) 2022/2065. Acest
lucru este valabil in special in ceea ce priveste obligatiile furnizorilor de platforme online foarte mari sau de motoare
de ciutare online foarte mari de a identifica si a atenua riscurile sistemice care pot apdrea in urma diseminarii
continutului care a fost generat sau manipulat artificial, in special riscul privind efectele negative reale sau previzibile
asupra proceselor democratice, asupra discursului civic si asupra proceselor electorale, inclusiv prin dezinformare.
Cerinta de etichetare a continutului generat de sistemele de IA in temeiul prezentului regulament nu aduce atingere
obligatiei prevdzute la articolul 16 alineatul (6) din Regulamentul (UE) 2022/2065 pentru furnizorii de servicii de
gdzduire de a prelucra notificdrile privind continutul ilegal primite in temeiul articolului 16 alineatul (1) din
regulamentul respectiv si nu ar trebui si influenteze evaluarea si decizia privind ilegalitatea continutului specific.
Evaluarea respectivd ar trebui sd fie efectuatd exclusiv in raport cu normele care reglementeazd legalitatea
continutului.
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Respectarea obligatiilor privind transparenta pentru sistemele de IA vizate de prezentul regulament nu ar trebui si fie
interpretatd ca indicand faptul cd utilizarea sistemului de IA sau a rezultatelor sale este legald in temeiul prezentului
regulament sau al altor dispozitii din dreptul Uniunii si al statelor membre si nu ar trebui sd aducd atingere altor
obligatii de transparentd pentru implementatorii sistemelor de IA prevazute in dreptul Uniunii sau in cel intern.

IA este o familie de tehnologii care se dezvoltd rapid si care necesitd supraveghere reglementara si un spatiu sigur si
controlat pentru experimentare, asigurand, in acelasi timp, inovarea responsabild si integrarea unor garantii adecvate
si a unor mdsuri de atenuare a riscurilor. Pentru a asigura un cadru juridic care promoveazd inovarea, adaptat
exigentelor viitorului si rezistent la inovdri disruptive, statele membre ar trebui sd se asigure cd autoritdtile lor
nationale competente instituie cel putin un spatiu de testare la nivel national in materie de reglementare in domeniul
IA pentru a facilita dezvoltarea si testarea sistemelor de IA inovatoare aflate sub supraveghere reglementard strictd
inainte ca aceste sisteme si fie introduse pe piatd sau puse in functiune in alt mod. Statele membre ar putea, de
asemenea, sd indeplineascd aceastd obligatie prin participarea la spatiile de testare in materie de reglementare deja
existente sau prin instituirea unui spatiu de testare in comun cu una sau mai multe autoritdti competente ale statelor
membre, in masura in care aceastd participare asigurd un nivel echivalent de acoperire nationald pentru statele
membre participante. Spatiile de testare in materie de reglementare in domeniul IA ar putea fi instituite in forma
fizicd, digitald sau hibrida si pot gdzdui atat produse fizice, cit si produse digitale. Autorititile de instituire ar trebui,
de asemenea, sd se asigure cd spatiile de testare in materie de reglementare in domeniul 1A dispun de resursele
adecvate pentru functionarea lor, inclusiv de resurse financiare si umane.

Obiectivele spatiilor de testare in materie de reglementare in domeniul IA ar trebui sd fie promovarea inovdrii in
domeniul TA prin instituirea unui mediu de experimentare si testare controlat in faza de dezvoltare si in faza
anterioard introducerii pe piatd, cu scopul de a asigura conformitatea sistemelor de IA inovatoare cu prezentul
regulament si cu alte dispozitii relevante din dreptul Uniunii si dreptul intern. In plus, spatiile de testare in materie de
reglementare in domeniul IA ar trebui sd urmareascd sporirea securititii juridice pentru inovatori si supravegherea si
intelegerea de cdtre autorititile competente a oportunitdtilor, a riscurilor emergente si a impactului utilizarii IA,
facilitarea invatdrii in materie de reglementare pentru autoritdti si intreprinderi, inclusiv in vederea viitoarelor
adaptdri ale cadrului juridic, sprijinirea cooperdrii si a schimbului de bune practici cu autoritdtile implicate in spatiul
de testare in materie de reglementare in domeniul 1A, precum si accelerarea accesului la piete, inclusiv prin
eliminarea barierelor din calea IMM-urilor, inclusiv a intreprinderilor nou-infiintate. Spatiile de testare in materie de
reglementare in domeniul 1A ar trebui si fie disponibile pe scard largd in intreaga Uniune si ar trebui sd se acorde
o atentie deosebitd accesibilitdtii acestora pentru IMM-uri, inclusiv pentru intreprinderile nou-infiintate. Participarea
la spatiul de testare in materie de reglementare in domeniul IA ar trebui sd se concentreze pe aspecte care fac ca
furnizorii si potentialii furnizori sd se confrunte cu o lipsd de securitate juridicd atunci cand incearcd sd inoveze, si
experimenteze cu IA in Uniune si sd contribuie la invitarea bazatd pe dovezi in materie de reglementare.
Supravegherea sistemelor de IA in spatiul de testare in materie de reglementare in domeniul IA ar trebui, prin
urmare, sd vizeze dezvoltarea, antrenarea, testarea si validarea acestora inainte ca sistemele s fie introduse pe piatd
sau puse in functiune, precum si notiunea de modificare substantiald care ar putea necesita o noud procedurd de
evaluare a conformitdtii si ocurenta unei astfel de modificdri. Orice riscuri semnificative identificate in cursul
dezvoltdrii si testdrii unor astfel de sisteme de IA ar trebui si conduci la o atenuare adecvatd si, in cazul in care
atenuarea nu este posibild, la suspendarea procesului de dezvoltare si testare. Dupd caz, autorittile nationale
competente care instituie spatii de testare in materie de reglementare in domeniul IA ar trebui sd coopereze cu alte
autorititi relevante, inclusiv cu cele care supravegheazd protectia drepturilor fundamentale, si ar putea permite
implicarea altor actori din ecosistemul de IA, cum ar fi organizatiile de standardizare nationale sau europene,
organismele notificate, unitatile de testare si experimentare, laboratoarele de cercetare si experimentare, centrele
europene de inovare digitald si organizatiile relevante ale partilor interesate si ale societdtii civile. Pentru a asigura
o punere in aplicare uniforma in intreaga Uniune si economii de scard, este oportun s se stabileascd norme comune
pentru punerea in aplicare a spatiilor de testare in materie de reglementare in domeniul IA si un cadru de cooperare
intre autoritdtile relevante implicate in supravegherea spatiilor de testare. Spatiile de testare in materie de
reglementare in domeniul IA instituite in temeiul prezentului regulament nu ar trebui si aduci atingere altor
dispozitii de drept care permit instituirea altor spatii de testare cu scopul de a asigura conformitatea cu alte dispozitii
de drept decat prezentul regulament. Dupi caz, autorititile competente relevante responsabile de aceste alte spatii de
testare in materie de reglementare ar trebui si ia in considerare beneficiile utilizdrii acestor spatii de testare si in
scopul asigurdrii conformitdtii sistemelor de IA cu prezentul regulament. Pe baza unui acord intre autoritatile
nationale competente si participantii la spatiul de testare in materie de reglementare in domeniul IA, testarea in
conditii reale poate fi, de asemenea, efectuatd si supravegheatd in cadrul spatiului de testare in materie de
reglementare in domeniul IA.

Prezentul regulament ar trebui s ofere furnizorilor si potentialilor furnizori din cadrul spatiului de testare in materie
de reglementare in domeniul IA temeiul juridic pentru utilizarea datelor cu caracter personal colectate in alte scopuri
pentru a dezvolta anumite sisteme de TA de interes public in cadrul spatiului de testare in materie de reglementare in
domeniul TA numai in conditii specificate, in conformitate cu articolul 6 alineatul (4) si cu articolul 9 alineatul (2)
litera (g) din Regulamentul (UE) 2016/679, precum si cu articolele 5, 6 si 10 din Regulamentul (UE) 2018/1725 si
fard a aduce atingere articolului 4 alineatul (2) si articolului 10 din Directiva (UE) 2016/680. Toate celelalte obligatii
ale operatorilor de date si drepturi ale persoanelor vizate in temeiul Regulamentelor (UE) 2016/679 si (UE)
2018/1725 si al Directivei (UE) 2016/680 riman aplicabile. in special, prezentul regulament nu ar trebui si ofere un
temei juridic in sensul articolului 22 alineatul (2) litera (b) din Regulamentul (UE) 2016/679 si al articolului 24
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alineatul (2) litera (b) din Regulamentul (UE) 2018/1725. Furnizorii si potentialii furnizori din cadrul spatiului de
testare in materie de reglementare in domeniul IA ar trebui sd asigure garantii adecvate si sd coopereze cu autoritatile
competente, inclusiv urmand orientdrile acestora si actionind cu promptitudine si cu bund-credintd, in ceea ce
priveste atenuarea in mod adecvat a oricdror riscuri semnificative identificate la adresa sigurantei, sdndtatii si
a drepturilor fundamentale care ar putea apdrea in timpul dezvoltdrii, testdrii §i experimentdrii in spatiul de testare
respectiv.

(141) Pentru a accelera procesul de dezvoltare si introducere pe piatd a sistemelor de IA cu grad ridicat de risc enumerate
intr-o anexd la prezentul regulament, este important ca furnizorii sau potentialii furnizori ai acestor sisteme s poata
beneficia, la rAndul lor, de un regim specific pentru testarea acestor sisteme in conditii reale, fird a participa la un
spatiu de testare in materie de reglementare in domeniul IA. Cu toate acestea, in astfel de cazuri, {inind seama de
posibilele consecinte ale unor astfel de teste asupra persoanelor fizice, ar trebui sd se garanteze faptul ci prezentul
regulament introduce garantii si conditii adecvate si suficiente pentru furnizori sau potentiali furnizori. Astfel de
garantii ar trebui sd includd, printre altele, solicitarea consimtdmantului in cunostintd de cauzd al persoanelor fizice
de a participa la teste in conditii reale, cu exceptia cazurilor legate de aplicarea legii dacd solicitarea
consimgdmantului in cunostintd de cauzd ar impiedica testarea sistemului de IA. Consimtdmantul subiectilor de
a participa la astfel de teste in temeiul prezentului regulament este distinct de consimgimantului persoanelor vizate
pentru prelucrarea datelor lor cu caracter personal in temeiul dreptului relevant privind protectia datelor si nu ii
aduce atingere acestuia. De asemenea, este important si se reducd la minimum riscurile si sd se permitd
supravegherea de cdtre autoritdtile competente i, prin urmare, si se impund potentialilor furnizori si facd
demersurile necesare pentru prezentarea unui plan de testare in conditii reale autoritatii competente de supraveghere
a pietei, si se inregistreze testdrile in sectiuni specifice din baza de date a UE, sub rezerva unor exceptii limitate, sd se
instituie limite privind perioada pentru care se poate efectua testarea si si se impund garantii suplimentare pentru
persoanele care apartin anumitor grupuri vulnerabile, precum si un acord scris care sd defineascd rolurile si
responsabilittile potentialilor furnizori si implementatori si supravegherea eficace de citre personalul competent
implicat in testarea in conditii reale. In plus, este oportun si se prevadd garantii suplimentare pentru a se asigura ci
previziunile, recomanddrile sau deciziile sistemului de TA pot fi efectiv inversate i ignorate si ci datele cu caracter
personal sunt protejate si sunt sterse atunci cand subiectii isi retrag consimtimantul de a participa la testare, fira
a aduce atingere drepturilor lor in calitate de persoane vizate in temeiul dreptului Uniunii privind protectia datelor.
In ceea ce priveste transferul de date, este, de asemenea, oportun si se prevadi ci datele colectate si prelucrate in
scopul testdrii in conditii reale ar trebui sd fie transferate cdtre tari terte numai cu conditia punerii in aplicare a unor
garantii adecvate si aplicabile in temeiul dreptului Uniunii, in special in conformitate cu bazele pentru transferul de
date cu caracter personal in temeiul dreptului Uniunii privind protectia datelor, in timp ce pentru datele fird caracter
personal sunt instituite garantii adecvate in conformitate cu dreptul Uniunii, cum ar fi Regulamentele (UE)
2022868 (*) si (UE) 20232854 (*) ale Parlamentului European si ale Consiliului.

(142) Pentru a se asigura cd IA conduce la rezultate benefice din punct de vedere social si ecologic, statele membre sunt
incurajate sd sprijine si sd promoveze cercetarea si dezvoltarea de solutii de IA in sprijinul rezultatelor benefice din
punct de vedere social si ecologic, cum ar fi solutiile bazate pe IA pentru a spori accesibilitatea pentru persoanele cu
dizabilitdti, pentru a combate inegalititile socioeconomice sau pentru a indeplini obiectivele de mediu, alocand
resurse suficiente, inclusiv finantare publici si din partea Uniunii, si, dupd caz si cu conditia indeplinirii criteriilor de
eligibilitate si de selectie, ludnd in considerare in special proiectele care urmaresc astfel de obiective. Aceste proiecte
ar trebui sd se bazeze pe principiul cooperdrii interdisciplinare dintre dezvoltatorii de IA, expertii in materie de
inegalitate si nediscriminare, accesibilitate, drepturile consumatorilor, de mediu si digitale, precum si cadrele
universitare.

(143) Pentru a promova si proteja inovarea, este important si fie luate in considerare in mod deosebit interesele
IMM-urilor, inclusiv ale intreprinderilor nou-infiintate care sunt furnizori si implementatori de sisteme de IA. In
acest scop, statele membre ar trebui sd elaboreze initiative care sd vizeze operatorii respectivi, inclusiv in ceea ce
priveste sensibilizarea si comunicarea informatiilor. Statele membre ar trebui sd ofere IMM-urilor, inclusiv
intreprinderilor nou-infiintate, care au un sediu social sau o sucursald in Uniune, acces prioritar la spatiile de testare
in materie de reglementare in domeniul IA, cu conditia ca acestea sd indeplineascd conditiile de eligibilitate si
criteriile de selectie si fird a impiedica alti furnizori si potentiali furnizori sd acceseze spatiile de testare, cu conditia
sd fie indeplinite aceleasi conditii si criterii. Statele membre ar trebui s utilizeze canalele existente si, dupd caz, si
stabileascd noi canale specifice de comunicare cu IMM-urile, inclusiv intreprinderile nou-infiintate, implementatorii
si alti inovatori si, dupd caz, cu autorititile publice locale, pentru a sprijini IMM-urile pe tot parcursul dezvoltdrii lor,
oferind orientdri si rdspunzand la intrebiri cu privire la punerea in aplicare a prezentului regulament. Dupa caz,
aceste canale ar trebui sd colaboreze pentru a crea sinergii si pentru a asigura omogenitatea orientdrilor pe care le
furnizeazd IMM-urilor, inclusiv intreprinderilor nou-infiintate, si implementatorilor. In plus, statele membre ar trebui
s faciliteze participarea IMM-urilor si a altor parti interesate relevante la procesele de elaborare a standardelor. De
asemenea, ar trebui sd fie luate in considerare interesele si nevoile specifice ale furnizorilor care sunt IMM-uri,

(*  Regulamentul (UE) 2022/868 al Parlamentului European si al Consiliului din 30 mai 2022 privind guvernanta datelor la nivel
european si de modificare a Regulamentului (UE) 20181724 (Regulamentul privind guvernanta datelor) (O L 152, 3.6.2022, p. 1).

(¥)  Regulamentul (UE) 2023/2854 al Parlamentului European si al Consiliului din 13 decembrie 2023 privind norme armonizate
pentru un acces echitabil la date si o utilizare corectd a acestora si de modificare a Regulamentului (UE) 2017/2394 si a Directivei
(UE) 2020/1828 (Regulamentul privind datele) (JO L, 2023/2854, 22.12.2023, ELI: http://data.europa.cu/eli/reg/2023/2854/0j).
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inclusiv intreprinderi nou-infiintate, atunci cand organismele notificate stabilesc taxe de evaluare a conformititii.
Comisia ar trebui sd evalueze periodic costurile de certificare si de conformitate suportate de IMM-uri, inclusiv de
intreprinderile nou-infiintate, prin consultdri transparente si ar trebui si colaboreze cu statele membre pentru
a reduce aceste costuri. De exemplu, costurile de traducere legate de documentatia obligatorie si de comunicarea cu
autoritdtile pot constitui un cost semnificativ pentru furnizori si alti operatori, in special pentru cei de dimensiuni
mai mici. Statele membre ar trebui, eventual, s se asigure ci una dintre limbile stabilite si acceptate pentru
documentatia relevantd din partea furnizorilor i pentru comunicarea cu operatorii este o limbd inteleasd pe larg de
un numdr cat mai mare de implementatori transfrontalieri. Pentru a raspunde nevoilor specifice ale IMM-urilor,
inclusiv ale intreprinderilor nou-infiintate, Comisia ar trebui si furnizeze modele standardizate pentru domeniile
vizate de prezentul regulament, la solicitarea Consiliului IA. In plus, Comisia ar trebui sd completeze eforturile
statelor membre prin furnizarea unei platforme unice de informare cu informatii usor de utilizat in ceea ce priveste
prezentul regulament destinate tuturor furnizorilor si implementatorilor, prin organizarea unor campanii de
comunicare adecvate pentru sensibilizarea cu privire la obligatiile care decurg din prezentul regulament si prin
evaluarea si promovarea convergentei bunelor practici in cadrul procedurilor de achizitii publice in ceea ce priveste
sistemele de TA. Intreprinderile mijlocii care pani recent se incadrau in categoria de intreprinderi mici in sensul
anexei la Recomandarea 2003/361/CE a Comisiei (*) ar trebui si aibd acces la mdsurile de sprijin respective,
deoarece este posibil ca aceste noi intreprinderi mijlocii sd nu dispund uneori de resursele juridice §i formarea
necesare pentru a asigura respectarea si intelegerea adecvatd a prezentului regulament.

Pentru a promova si a proteja inovarea, platforma de 1A la cerere si toate programele si proiectele de finantare
relevante ale Uniunii, cum ar fi programele Europa digitald si Orizont Europa, puse in aplicare de Comisie si de
statele membre la nivelul Uniunii sau la nivel national, ar trebui, dupd caz, sd contribuie la indeplinirea obiectivelor
prezentului regulament.

Pentru a reduce la minimum riscurile la adresa punerii in aplicare care decurg din lipsa de cunoastere si de cunostinte
de specialitate de pe piatd, precum si pentru a facilita respectarea de citre furnizori, cu precidere de citre IMM-uri,
inclusiv intreprinderile nou-infiintate, precum si de citre organismele notificate a obligatiilor care le revin in temeiul
prezentului regulament, platforma de IA la cerere, centrele europene de inovare digitald si instalatiile de testare si
experimentare instituite de Comisie si de statele membre la nivelul Uniunii sau la nivel national ar trebui si
contribuie la punerea in aplicare a prezentului regulament. In cadrul misiunii si domeniilor lor de competentd
respective, platforma de IA la cerere, centrele europene de inovare digitald si instalatiile de testare si experimentare
sunt in masurd si ofere, in special, sprijin tehnic si stiintific furnizorilor si organismelor notificate.

In plus, avand in vedere dimensiunea foarte micd a unor operatori si pentru a asigura proportionalitatea in ceea ce
priveste costurile inovdrii, este oportun si se permitd microintreprinderilor sd indeplineascd intr-o manierd
simplificatd una dintre obligatiile cele mai costisitoare, si anume aceea de a institui un sistem de management al
calitdtii, fapt care ar reduce sarcina administrativi si costurile pentru intreprinderile respective, firi a afecta nivelul
de protectie si necesitatea de a respecta cerintele pentru sistemele de IA cu grad ridicat de risc. Comisia ar trebui si
elaboreze orientdri pentru a specifica elementele sistemului de management al calitdtii care trebuie indeplinite in
aceastd manierd simplificatd de citre microintreprinderi.

Este oportun ca, in masura posibilului, Comisia si faciliteze accesul la instalatiile de testare si experimentare pentru
organismele, grupurile sau laboratoarele infiintate sau acreditate in temeiul oricdror acte legislative de armonizare
relevante ale Uniunii si care indeplinesc sarcini in contextul evaludrii conformitatii produselor sau dispozitivelor
reglementate de respectivele acte legislative de armonizare ale Uniunii. Acest lucru este valabil in special in ceea ce
priveste grupurile de experti, laboratoarele de expertizd si laboratoarele de referintd in domeniul dispozitivelor
medicale in temeiul Regulamentelor (UE) 2017745 si (UE) 2017/746.

Prezentul regulament ar trebui s instituie un cadru de guvernantd care si permitd, pe de o parte, coordonarea si
sprijinirea aplicdrii prezentului regulament la nivel national si, pe de altd parte, consolidarea capabilitdtilor la nivelul
Uniunii si integrarea pdrtilor interesate in domeniul IA. Punerea in aplicare si respectarea efectivd a prezentului
regulament necesitd un cadru de guvernantd care si permitd coordonarea si consolidarea cunostintelor de
specialitate centrale la nivelul Uniunii. Oficiul pentru IA a fost instituit printr-o decizie a Comisiei (¥) si are ca
misiune s dezvolte cunostintele de specialitate si capabilititile Uniunii in domeniul IA si sd contribuie la punerea in
aplicare a dreptului Uniunii privind IA. Statele membre ar trebui sd faciliteze sarcinile Oficiului pentru IA cu scopul
de a sprijini dezvoltarea, la nivelul Uniunii, a cunostintelor de specialitate si a capabilitatilor Uniunii si de a consolida
functionarea pietei unice digitale. In plus, ar trebui s fie instituit un Consiliu IA compus din reprezentanti ai statelor
membre, un grup stiintific care sd integreze comunitatea stiintificd si un forum consultativ pentru a furniza
contributii ale partilor interesate pentru punerea in aplicare a prezentului regulament, la nivelul Uniunii si la nivel

Recomandarea Comisiei din 6 mai 2003 privind definirea microintreprinderilor i a intreprinderilor mici §i mijlocii (O L 124,
20.5.2003, p. 36).
Decizia Comisiei din 24 ianuarie 2024 de instituire a Oficiului european pentru inteligenta artificiald [C(2024) 390].
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national. Dezvoltarea cunostintelor de specialitate si a capabilitdtilor Uniunii ar trebui s includd si valorificarea
resurselor si cunostintelor de specialitate existente, in special prin sinergii cu structurile create in contextul aplicarii
la nivelul Uniunii a altor acte legislative si al sinergiilor cu initiativele conexe de la nivelul Uniunii, cum ar fi
Intreprinderea comuna EuroHPC si unititile de testare si experimentare in domeniul IA din cadrul programului
,Europa digitala”.

(149) Pentru a facilita o punere in aplicare armonioasd, efectivd si armonizatd a prezentului regulament, ar trebui s fie
instituit un Consiliu IA. Consiliul IA ar trebui sa reflecte diferitele interese ale ecosistemului de IA si sd fie alcituit din
reprezentanti ai statelor membre. Consiliul IA ar trebui si fie responsabil pentru o serie de sarcini consultative,
inclusiv emiterea de avize, recomandari, consiliere sau furnizarea unor contributii sub forma de orientdri cu privire
la aspecte legate de punerea in aplicare a prezentului regulament, inclusiv cu privire la aspecte de aplicare a legii, la
specificatii tehnice sau la standarde existente in ceea ce priveste cerintele stabilite in prezentul regulament, precum si
furnizarea de consiliere Comisiei si statelor lor membre si autorititilor nationale competente ale acestora cu privire
la chestiuni specifice legate de IA. Pentru a oferi o anumitd flexibilitate statelor membre in ceea ce priveste
desemnarea reprezentantilor lor in cadrul Consiliului IA, astfel de reprezentanti pot fi persoane care apartin unor
entitdti publice care ar trebui si aibd competentele si prerogativele relevante pentru a facilita coordonarea la nivel
national si pentru a contribui la indeplinirea sarcinilor Consiliului IA. Consiliul IA ar trebui sd instituie doud
subgrupuri permanente pentru a oferi o platformd de cooperare si de schimb intre autorititile de supraveghere
a pietei si autoritdtile de notificare cu privire la aspecte legate de supravegherea pietei si, respectiv, de organismele
notificate. Subgrupul permanent pentru supravegherea pietei ar trebui sd actioneze in calitate de grup de cooperare
administrativd (ADCO) pentru prezentul regulament in sensul articolului 30 din Regulamentul (UE) 2019/1020. In
conformitate cu articolul 33 din regulamentul respectiv, Comisia ar trebui si sprijine activititile subgrupului
permanent pentru supravegherea pietei prin efectuarea de evaludri sau studii de piatd, in special in vederea
identificdrii aspectelor prezentului regulament care necesitd o coordonare specificd si urgentd intre autoritdtile de
supraveghere a pietei. Consiliul IA poate infiinta alte subgrupuri permanente sau temporare, dupd caz, in scopul
examindrii unor chestiuni specifice. Consiliul IA ar trebui, de asemenea, si coopereze, dupd caz, cu organismele,
grupurile de experti si retelele relevante ale Uniunii care isi desfdsoard activitatea in contextul reglementarilor
relevante ale dreptului Uniunii, inclusiv, in special, cu cele care isi desfisoard activitatea in temeiul reglementirilor
relevante ale dreptului Uniunii privind datele, produsele si serviciile digitale.

(150) Pentru a asigura implicarea partilor interesate in punerea in aplicare si aplicarea prezentului regulament, ar trebui sd
fie instituit un forum consultativ care sd furnizeze Consiliului IA si Comisiei consiliere si cunostinte de specialitate
tehnice. Pentru a asigura o reprezentare a prtilor interesate variatd si echilibratd intre interesele comerciale si cele
necomerciale i, in cadrul categoriei intereselor comerciale, in ceea ce priveste IMM-urile si alte intreprinderi,
forumul consultativ ar trebui si cuprindd, printre altele, industria, intreprinderile nou-infiintate, IMM-urile, mediul
academic, societatea civild, inclusiv partenerii sociali, precum si Agentia pentru Drepturi Fundamentale, ENISA,
Comitetul European de Standardizare (CEN), Comitetul European de Standardizare in Electrotehnicd (CENELEC) si
Institutul European de Standardizare in Telecomunicatii (ETSI).

(151) Pentru a sprijini punerea in aplicare si respectarea prezentului regulament, in special activititile de monitorizare ale
Oficiului pentru IA in ceea ce priveste modelele de TA de uz general, ar trebui si fie instituit un grup stiintific de
experti independenti. Expertii independenti din alcituirea grupului stiintific ar trebui si fie selectati pe baza
cunostintelor de specialitate stiintifice sau tehnice actualizate in domeniul IA si ar trebui sd isi indeplineasca sarcinile
cu impartialitate si obiectivitate si sd asigure confidentialitatea informatiilor si a datelor obtinute in indeplinirea
sarcinilor si activitdtilor lor. Pentru a permite consolidarea capacititilor nationale necesare pentru aplicarea efectiva
a prezentului regulament, statele membre ar trebui sd poatd solicita sprijin echipei de experti care formeaza grupul
stiintific pentru activitdtile lor de aplicare a legii.

(152) Pentru a sprijini o aplicare adecvatd a normelor in ceea ce priveste sistemele de IA si pentru a consolida capacititile
statelor membre, ar trebui si fie instituite si puse la dispozitia statelor membre structuri ale Uniunii de sprijin pentru
testarea [A.

(153) Statele membre joacd un rol esential in aplicarea si respectarea prezentului regulament. In acest sens, fiecare stat
membru ar trebui s desemneze cel putin o autoritate de notificare si cel putin o autoritate de supraveghere a pietei
in calitatea de autoritdti nationale competente in scopul supravegherii aplicirii si punerii in aplicare a prezentului
regulament. Statele membre pot decide si numeascd orice tip de entitate publicd pentru a indeplini sarcinile
autorititilor nationale competente in sensul prezentului regulament, in conformitate cu caracteristicile si nevoile
organizationale nationale specifice ale acestora. Pentru a spori eficienta organizationald din partea statelor membre si
pentru a stabili un punct unic de contact cu publicul si cu alti omologi la nivelul statelor membre si al Uniunii,
fiecare stat membru ar trebui si desemneze o autoritate de supraveghere a pietei care sd actioneze ca punct unic de
contact.
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(154)

(155)

(156)

157)

(158)

Autoritdtile nationale competente ar trebui sd isi exercite competentele in mod independent, impartial si fard
prejudecdti, garantand principiile obiectivitdtii activitatilor si sarcinilor lor si asigurand aplicarea si punerea in
aplicare a prezentului regulament. Membrii acestor autoritdti ar trebui sd se abtind de la orice act incompatibil cu
natura functiilor lor si ar trebui sd facd obiectul normelor de confidentialitate in temeiul prezentului regulament.

Pentru a se asigura cd furnizorii de sisteme de IA cu grad ridicat de risc pot tine seama de experienta privind
utilizarea sistemelor de IA cu grad ridicat de risc pentru imbundtatirea sistemelor lor si a procesului de proiectare si
dezvoltare sau cd pot lua orice masuri corectivd posibild in timp util, toti furnizorii ar trebui s3 dispuna de un sistem
de monitorizare ulterioard introducerii pe piatd. Dupd caz, monitorizarea ulterioard introducerii pe piatd ar trebui sa
includi o analizd a interactiunii cu alte sisteme de IA, inclusiv cu alte dispozitive si alt software. Monitorizarea
ulterioard introducerii pe piatd nu ar trebui si vizeze datele operationale sensibile ale implementatorilor care sunt
autoritdti de aplicare a legii. Acest sistem este, de asemenea, esential pentru a se asigura cd posibilele riscuri care
decurg din sistemele de IA care continud sd ,invete” dupd ce au fost introduse pe piatd sau puse in functiune pot fi
abordate intr-un mod mai eficient si in timp util. In acest context, furnizorii ar trebui, de asemenea, si aibi obligatia
de a dispune de un sistem pentru a raporta autorititilor relevante orice incident grav care decurge din utilizarea
sistemelor lor de IA, si anume un incident sau o functionare defectuoasi care duce la deces sau la daune grave pentru
sndtate, la perturbdri grave si ireversibile ale gestiondrii si functiondrii infrastructurii critice, la incalciri ale
obligatiilor in temeiul dreptului Uniunii menite si protejeze drepturile fundamentale sau la daune grave aduse
bunurilor materiale sau mediului.

Pentru a se asigura respectarea adecvatd si efectivd a cerintelor si a obligatiilor prevazute in prezentul regulament, si
anume in legislatia de armonizare a Uniunii, ar trebui si se aplice sistemul de supraveghere a pietei si de
conformitate a produselor in ansamblul sdu, astfel cum a fost instituit prin Regulamentul (UE) 2019/1020.
Autoritdtile de supraveghere a pietei desemnate in temeiul prezentului regulament ar trebui sd dispund de toate
competentele de aplicare a dispozitiilor stabilite in prezentul regulament si in Regulamentul (UE) 2019/1020 si ar
trebui sa isi exercite competentele si s Isi indeplineascd atributiile in mod independent, impartial si fard prejudeciti.
Desi majoritatea sistemelor de IA nu fac obiectul unor cerinte si obligatii specifice in temeiul prezentului regulament,
autorititile de supraveghere a pietei pot lua masuri in legdturd cu toate sistemele de IA atunci cind acestea prezinti
un risc in conformitate cu prezentul regulament. Avind in vedere natura specificd a institutiilor, agentiilor si
organelor Uniunii care intrd in domeniul de aplicare al prezentului regulament, este oportun ca Autoritatea
Europeand pentru Protectia Datelor s fie desemnatd drept autoritate competentd de supraveghere a pietei pentru
acestea. Acest lucru nu ar trebui sd aducd atingere desemndrii autoritdtilor nationale competente de citre statele
membre. Activitdtile de supraveghere a pietei nu ar trebui sd afecteze capacitatea entitdtilor supravegheate de a-si
indeplini sarcinile in mod independent, atunci cand independenta lor este impusi de dreptul Uniunii.

Prezentul regulament nu aduce atingere competentelor, sarcinilor, prerogativelor si independentei autoritatilor sau
organismelor publice nationale relevante care supravegheaza aplicarea dreptului Uniunii care protejeazd drepturile
fundamentale, inclusiv ale organismelor de promovare a egalititii si ale autoritatilor de protectie a datelor. In cazul in
care acest lucru este necesar pentru indeplinirea mandatului lor, autorititile sau organismele publice nationale
respective ar trebui sd aibd, de asemenea, acces la orice documentatie creatd in temeiul prezentului regulament. Ar
trebui sd fie stabilitd o procedurd de salvgardare specificd pentru a se asigura respectarea dispozitiilor in domeniul IA,
in mod adecvat si in timp util, in privinta sistemelor de IA care prezintd un risc pentru sindtate, sigurantd si
drepturile fundamentale. Procedura pentru astfel de sisteme de IA care prezintd un risc ar trebui si se aplice
sistemelor de IA cu grad ridicat de risc care prezintd un risc, sistemelor interzise care au fost introduse pe piatd, puse
in functiune sau utilizate cu incdlcarea interdictiei anumitor practici previzutd in prezentul regulament, precum si
sistemelor de IA care au fost puse la dispozitie cu incdlcarea cerintelor de transparentd prevdzute in prezentul
regulament si care prezintd un risc.

Dreptul Uniunii privind serviciile financiare include norme si cerinte privind guvernanta internd i gestionarea
riscurilor care sunt aplicabile institutiilor financiare reglementate in cursul furnizdrii acestor servicii, inclusiv atunci
cand acestea utilizeaza sisteme de IA. Pentru a asigura, in mod coerent, aplicarea si respectarea obligatiilor previzute
in prezentul regulament si a normelor si cerintelor relevante ale actelor juridice ale Uniunii in domeniul serviciilor
financiare, autorititile competente responsabile cu supravegherea si aplicarea actelor juridice respective, in special
autoritdtile competente, astfel cum sunt definite in Regulamentul (UE) nr. 575/2013 al Parlamentului European si al
Consiliului (*) si in Directivele 2008/48/CE (¥), 2009/138/CE (*), 2013/36/UE(*), 2014/17[UE(*°) si

Regulamentul (UE) nr. 575/2013 al Parlamentului European si al Consiliului din 26 iunie 2013 privind cerintele prudentiale pentru
institutiile de credit si societitile de investitii si de modificare a Regulamentului (UE) nr. 648/2012 (JO L 176, 27.6.2013, p. 1).
Directiva 2008/48/CE a Parlamentului European si a Consiliului din 23 aprilie 2008 privind contractele de credit pentru
consumatori §i de abrogare a Directivei 87/102/CEE a Consiliului (O L 133, 22.5.2008, p. 66).

Directiva 2009/138/CE a Parlamentului European si a Consiliului din 25 noiembrie 2009 privind accesul la activitate si desfdsurarea
activitdtii de asigurare si de reasigurare (Solvabilitate IT) (O L 335, 17.12.2009, p. 1).

Directiva 2013/36/UE a Parlamentului European si a Consiliului din 26 iunie 2013 cu privire la accesul la activitatea institutiilor de
credit si supravegherea prudentiald a institutiilor de credit si a firmelor de investitii, de modificare a Directivei 2002/87/CE si de
abrogare a Directivelor 2006/48/CE si 2006/49/CE (JO L 176, 27.6.2013, p. 338).

Directiva 2014/17/UE a Parlamentului European si a Consiliului din 4 februarie 2014 privind contractele de credit oferite
consumatorilor pentru bunuri imobile rezidentiale si de modificare a Directivelor 2008/48/CE si 2013/36/UE si a Regulamentului
(UE) nr. 1093/2010 (JO L 60, 28.2.2014, p. 34).
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(UE) 2016/97 (*!) ale Parlamentului European si ale Consiliului, ar trebui s fie desemnate, in limitele competentelor
lor respective, drept autoritdti competente in scopul supravegherii punerii in aplicare a prezentului regulament,
inclusiv pentru activitatile de supraveghere a pietei, in ceea ce priveste sistemele de IA furnizate sau utilizate de
institutiile financiare reglementate si supravegheate, cu exceptia cazului in care statele membre decid si desemneze
o altd autoritate pentru a indeplini aceste sarcini de supraveghere a pietei. Autoritdtile competente respective ar
trebui sd detind toate competentele in temeiul prezentului regulament si al Regulamentului (UE) 2019/1020 pentru
a asigura respectarea cerintelor si a obligatiilor previzute in prezentul regulament, inclusiv competentele de
a desfasura activitdti ex post de supraveghere a pietei care pot fi integrate, dupd caz, in mecanismele si procedurile lor
de supraveghere existente in temeiul dispozitiilor relevante ale dreptului Uniunii din domeniul serviciilor financiare.
Este oportun si se considere cd, atunci cand actioneazd in calitate de autoritdti de supraveghere a pietei in temeiul
prezentului regulament, autoritdtile nationale responsabile de supravegherea institutiilor de credit reglementate in
temeiul Directivei 2013/36/UE, care participd la mecanismul unic de supraveghere instituit prin Regulamentul (UE)
nr. 10242013 al Consiliului (*3), ar trebui si raporteze fird intdrziere Bincii Centrale Europene orice informatii
identificate in cursul activitdtilor lor de supraveghere a pietei care ar putea prezenta un interes pentru sarcinile de
supraveghere prudentiald ale Bancii Centrale Europene, astfel cum se specificd in regulamentul respectiv. Pentru
a spori si mai mult coerenta dintre prezentul regulament si normele aplicabile institutiilor de credit reglementate in
temeiul Directivei 2013/36/UE, este, de asemenea, oportun s se integreze unele dintre obligatiile procedurale ale
furnizorilor in ceea ce priveste gestionarea riscurilor, monitorizarea ulterioard introducerii pe piatd si documentatia
in obligatiile si procedurile existente in temeiul Directivei 2013/36/UE. Pentru a evita suprapunerile, ar trebui sa fie
avute in vedere derogdri limitate si in ceea ce priveste sistemul de management al calititii al furnizorilor si obligatia
de monitorizare impusd implementatorilor de sisteme de IA cu grad ridicat de risc, in masura in care acestea se aplicd
institutiilor de credit reglementate de Directiva 2013/36/UE. Acelasi regim ar trebui s se aplice intreprinderilor de
asigurare si reasigurare si holdingurilor de asigurare in temeiul Directivei 2009/138/CE, intermediarilor de asigurdri
in temeiul Directivei (UE) 201697, precum si altor tipuri de institutii financiare care fac obiectul cerintelor privind
guvernanta internd, masurile sau procesele interne instituite in temeiul dispozitiilor relevante ale dreptului Uniunii
din domeniul serviciilor financiare pentru a asigura coerenta si egalitatea de tratament in sectorul financiar.

(159) Fiecare autoritate de supraveghere a pietei pentru sistemele de IA cu grad ridicat de risc din domeniul biometriei,
astfel cum sunt enumerate intr-o anexa la prezentul regulament, in masura in care sistemele respective sunt utilizate
in scopul aplicdrii legii, al migratiei, al azilului si al gestiondrii controlului la frontiere sau al administrarii justitiei si al
proceselor democratice, ar trebui sd aibd competente de investigare si corective efective, inclusiv cel putin
competenta de a obtine acces la toate datele cu caracter personal care sunt prelucrate si la toate informatiile necesare
pentru indeplinirea sarcinilor sale. Autorititile de supraveghere a pietei ar trebui sd isi poatd exercita competentele
actionand cu deplind independentd. Nicio limitare a accesului acestora la date operationale sensibile in temeiul
prezentului regulament nu ar trebui sd aducd atingere competentelor care le sunt conferite prin Directiva
(UE) 2016/680. Nicio excludere in ceea ce priveste divulgarea de date citre autorititile nationale de protectie
a datelor in temeiul prezentului regulament nu ar trebui sd afecteze competentele actuale sau viitoare ale autoritatilor
respective in afara domeniului de aplicare al prezentului regulament.

(160) Autoritatile de supraveghere a pietei si Comisia ar trebui sd poatd propune activititi comune, inclusiv investigatii
comune, care si fie efectuate de autorititile de supraveghere a pietei sau de autorititile de supraveghere a pietei in
colaborare cu Comisia si care au scopul de a promova conformitatea, de a identifica cazurile de neconformitate, de
a sensibiliza si de a oferi orientdri in legdturd cu prezentul regulament in ceea ce priveste anumite categorii de
sisteme de IA cu grad ridicat de risc despre care se constatd cd prezintd un risc grav in doud sau mai multe state
membre. Activitdtile comune de promovare a conformitatii ar trebui desfisurate in conformitate cu articolul 9 din
Regulamentul (UE) 2019/1020. Oficiul pentru IA ar trebui sd ofere sprijin sub formd de coordonare pentru
investigatiile comune.

(161) Este necesar si se clarifice responsabilitatile si competentele la nivelul Uniunii si la nivel national in ceea ce priveste
sistemele de IA care au la bazd modele de IA de uz general. Pentru a evita suprapunerea competentelor, in cazul in
care un sistem de IA se bazeazd pe un model de 1A de uz general, iar modelul si sistemul sunt furnizate de acelasi

(")  Directiva (UE) 2016/97 a Parlamentului European si a Consiliului din 20 ianuarie 2016 privind distributia de asigurdri (JO L 26,
2.2.2016, p. 19).

(*®  Regulamentul (UE) nr. 1024/2013 al Consiliului din 15 octombrie 2013 de conferire a unor atributii specifice Bancii Centrale
Europene in ceea ce priveste politicile legate de supravegherea prudentiald a institutiilor de credit (JO L 287, 29.10.2013, p. 63).
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furnizor, supravegherea ar trebui si aiba loc la nivelul Uniunii prin intermediul Oficiului pentru IA, care, in acest
scop, ar trebui sd detind competentele unei autorititi de supraveghere a pietei in sensul Regulamentului (UE)
2019/1020. in toate celelalte cazuri, responsabilitatea privind supravegherea sistemelor de IA rimane in sarcina
autoritdtilor nationale de supraveghere a pietei. Cu toate acestea, pentru sistemele de IA de uz general care pot fi
utilizate direct de cdtre implementatori pentru cel putin un scop clasificat ca prezentdnd un grad ridicat de risc,
autoritidtile de supraveghere a pietei ar trebui sd coopereze cu Oficiul pentru IA pentru a efectua evaludri ale
conformititii si sd informeze in consecintd Consiliul IA si alte autorititi de supraveghere a pietei. In plus, autoritatile
de supraveghere a pietei ar trebui sd poatd solicita asistentd din partea Oficiului pentru IA in cazul in care autoritatea
de supraveghere a pietei nu este in misurd s finalizeze o investigatie cu privire la un sistem de IA cu grad ridicat de
risc din cauza incapacititii sale de a accesa anumite informatii legate de modelul de IA de uz general care std la baza
sistemului de IA cu grad ridicat de risc. In astfel de cazuri, ar trebui s se aplice mutatis mutandis procedura privind
asistenta reciprocd transfrontalierd din capitolul VI din Regulamentul (UE) 2019/1020.

(162) Pentru a utiliza in mod optim cunostintele de specialitate centralizate ale Uniunii si sinergiile de la nivelul Uniunii,
competentele de supraveghere si de executare a obligatiilor care le revin furnizorilor de modele de IA de uz general
ar trebui s3 fie detinute de Comisie. Oficiul pentru IA ar trebui si fie in masurd sa intreprindi toate actiunile necesare
pentru a monitoriza punerea in aplicare efectivd a prezentului regulament in ceea ce priveste modelele de IA de uz
general. Acesta ar trebui si fie in mdsurd sd investigheze posibilele incdlciri ale normelor privind furnizorii de
modele de TA de uz general, att din proprie initiativd, dnd curs rezultatelor activitdtilor sale de monitorizare, cit si
la cererea autoritdtilor de supraveghere a pietei, in conformitate cu conditiile stabilite in prezentul regulament.
Pentru a sprijini desfisurarea in mod eficace de cdtre Oficiul pentru IA a monitorizarii, acesta ar trebui si prevadd
posibilitatea ca furnizorii din aval si depund plangeri cu privire la posibile incilciri ale normelor privind furnizorii
de sisteme si modele de IA de uz general.

(163) n vederea completirii sistemelor de guvernantd pentru modelele de TA de uz general, grupul stiintific ar trebui si
sprijine activititile de monitorizare ale Oficiului pentru IA si poate, in anumite cazuri, si furnizeze Oficiului pentru
IA alerte calificate care declanseazd actiuni subsecvente, de exemplu investigatii. Acest lucru ar trebui si fie valabil
atunci cand grupul stiintific are motive s suspecteze cd un model de IA de uz general prezintd un risc concret si
identificabil la nivelul Uniunii. In plus, acest lucru ar trebui si fie valabil atunci cand grupul stiintific are motive si
suspecteze cd un model de IA de uz general indeplineste criteriile care ar conduce la o clasificare ca model de IA de
uz general cu risc sistemic. Pentru ca grupul stiinific sd dispund de informatiile necesare in indeplinirea sarcinilor
respective, ar trebui sd existe un mecanism prin care acesta si poatd solicita Comisiei si impund furnizorilor si ofere
documente sau informatii.

(164) Oficiul pentru IA ar trebui si poatd lua mdsurile necesare pentru a monitoriza punerea in aplicare efectivad si
respectarea obligatiilor furnizorilor de modele de IA de uz general previzute in prezentul regulament. Oficiul pentru
IA ar trebui sd fie in mdsurd sd investigheze posibilele incilciri in conformitate cu competentele prevdzute in
prezentul regulament, inclusiv prin solicitarea unor documente si informatii, prin desfdsurarea de evaludri, precum si
prin solicitarea ludrii de masuri de citre furnizorii de modele de IA de uz general. In desfisurarea evaludrilor, pentru
a utiliza cunostinte de specialitate cu caracter independent, Oficiul pentru IA ar trebui si poatd implica experti
independenti pentru a desfisura evaludrile in numele siu. Respectarea obligatiilor ar trebui si fie asiguratd, printre
altele, prin cereri de a lua masuri adecvate, inclusiv mdsuri de atenuare a riscurilor in cazul unor riscuri sistemice
identificate, precum si prin restrictionarea punerii la dispozitie pe piatd, retragerea sau rechemarea modelului. Ca
o garantie, in cazul in care aceasta este necesard dincolo de drepturile procedurale previzute in prezentul
regulament, furnizorii de modele de IA de uz general ar trebui sd beneficieze de drepturile procedurale previzute la
articolul 18 din Regulamentul (UE) 2019/1020, care ar trebui s se aplice mutatis mutandis, frd a aduce atingere
drepturilor procedurale mai specifice previzute in prezentul regulament.

(165) Dezvoltarea altor sisteme de IA decit cele cu grad ridicat de risc in conformitate cu cerintele prezentului regulament
poate duce la o utilizare pe scard mai largd a IA conform unor principii etice si fiabile in Uniune. Furnizorii de
sisteme de [A care nu prezintd un grad ridicat de risc ar trebui sa fie incurajati sd creeze coduri de conduitd, inclusiv
mecanisme de guvernantd conexe, menite si promoveze aplicarea partiald sau integrald, in mod voluntar,
a cerintelor obligatorii aplicabile sistemelor de IA cu grad ridicat de risc, adaptate in functie de scopul preconizat al
sistemelor si de riscul mai scdzut implicat si tindnd seama de solutiile tehnice disponibile si de bunele practici din
industrie, cum ar fi modelele si cardurile de date. Furnizorii si, dup caz, implementatorii tuturor modelelor de IA si
sistemelor de IA cu sau fard grad ridicat de risc ar trebui, de asemenea, sd fie incurajati sd aplice in mod voluntar
cerinte suplimentare legate, de exemplu, de elementele Orientdrilor Uniunii in materie de eticd pentru o IA fiabild, de
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durabilitatea mediului, de mdsuri de alfabetizare in domeniul 1A, de proiectarea si dezvoltarea sistemelor de IA
tinand seama de incluziune si diversitate, inclusiv acordand atentie persoanelor vulnerabile si accesibilitdtii pentru
persoanele cu dizabilitdti, de participarea pdrtilor interesate in proiectarea si dezvoltarea sistemelor de IA, cu
implicarea, dupd caz, a partilor interesate relevante, cum ar fi intreprinderi si organizatii ale societatii civile, mediul
academic, organizatii de cercetare, sindicate si organizatii de protectie a consumatorilor, precum si de diversitatea in
cadrul echipelor de dezvoltare, inclusiv echilibrul de gen. Pentru a se asigura eficacitatea lor, codurile de conduitd
voluntare ar trebui si se bazeze pe obiective clare si pe indicatori-cheie de performantd pentru a masura indeplinirea
obiectivelor respective. Acestea ar trebui, de asemenea, si fie dezvoltate intr-un mod incluziv, dupd caz, cu
implicarea partilor interesate relevante, cum ar fi intreprinderi si organizatii ale societdtii civile, mediul academic,
organizatii de cercetare, sindicate si organizatii de protectie a consumatorilor. Comisia poate elabora initiative,
inclusiv de naturd sectoriald, pentru a facilita reducerea barierelor tehnice care impiedica schimbul transfrontalier de
date pentru dezvoltarea IA, inclusiv in ceea ce priveste infrastructura de acces la date si interoperabilitatea semanticd
si tehnicd a diferitelor tipuri de date.

(166) Este important ca sistemele de IA legate de produse care nu prezintd un risc ridicat in conformitate cu prezentul
regulament si care, prin urmare, nu sunt obligate sd respecte cerintele previzute pentru sistemele de IA cu grad
ridicat de risc s fie totusi sigure atunci cand sunt introduse pe piatd sau puse in functiune. Pentru a contribui la acest
obiectiv, Regulamentul (UE) 2023/988 al Parlamentului European si a Consiliului (*’) ar fi aplicat ca o ,plasa de
sigurantd”.

(167) Pentru a asigura o cooperare de incredere si constructivd a autoritatilor competente la nivelul Uniunii si la nivel
national, toate pdartile implicate in aplicarea prezentului regulament ar trebui sd respecte confidentialitatea
informatiilor si a datelor obtinute in cursul indeplinirii sarcinilor lor, in conformitate cu dreptul Uniunii sau cu
dreptul intern. Acestea ar trebui sd isi indeplineascd sarcinile si activitdtile astfel incat si protejeze, in special,
drepturile de proprietate intelectuald, informatiile comerciale confidentiale si secretele comerciale, punerea in
aplicare efectivd a prezentului regulament, interesele de securitate publicd si nationald, integritatea procedurilor
penale si administrative si integritatea informatiilor clasificate.

(168) Respectarea prezentului regulament ar trebui sd fie asiguratd prin impunerea de sanctiuni si alte masuri de executare.
Statele membre ar trebui sd ia toate masurile necesare pentru a se asigura cd sunt puse in aplicare dispozitiile
prezentului regulament, inclusiv prin stabilirea unor sanctiuni efective, proportionale si cu efect de descurajare in
cazul inclcarii acestora, si pentru a respecta principiul ne bis in idem. In scopul de a consolida si armoniza sanctiunile
administrative pentru incilcarea prezentului regulament, ar trebui si fie definite limitele superioare pentru stabilirea
amenzilor administrative pentru anumite inclcdri specifice. Atunci cand evalueazd cuantumul amenzilor, statele
membre ar trebui, in fiecare caz in parte, si tind seama de toate circumstantele relevante ale situatiei specifice,
acordand atentia cuvenitd, in special, naturii, gravitdtii si duratei incalcarii si consecintelor acesteia, precum si
dimensiunii furnizorului, in special in cazul in care furnizorul este un IMM, inclusiv o intreprindere nou-infiintata.
Autoritatea Europeand pentru Protectia Datelor ar trebui si aibd competenta de a impune amenzi institutiilor,
agentiilor si organelor Uniunii care intrd in domeniul de aplicare al prezentului regulament.

(169) Respectarea obligatiilor impuse furnizorilor de modele de IA de uz general in temeiul prezentului regulament ar
trebui sd fie asiguratd, printre altele, prin amenzi. In acest scop, ar trebui si fie stabilite, de asemenea, niveluri
adecvate ale amenzilor pentru incilcarea obligatiilor respective, inclusiv pentru nerespectarea masurilor impuse de
Comisie in conformitate cu prezentul regulament, sub rezerva unor termene de prescriptie adecvate, in conformitate
cu principiul proportionalititii. Toate deciziile luate de Comisie in temeiul prezentului regulament fac obiectul
controlului jurisdictional al Curtii de Justitie a Uniunii Europene in conformitate cu TFUE, incluzind competenta
nelimitatd a Curtii de Justitie cu privire la sanctiuni in temeiul articolului 261 din TFUE.

(170) Dreptul Uniunii si dreptul intern prevad deja cdi de atac efective pentru persoanele fizice si juridice ale caror drepturi
si libertati sunt afectate in mod negativ de utilizarea sistemelor de TA. Fird a aduce atingere cdilor de atac respective,
orice persoani fizicd sau juridicd care are motive sd considere ci a avut loc o incilcare a prezentului regulament ar
trebui sd aibd dreptul de a depune o plangere la autoritatea relevantd de supraveghere a pietei.

(171) Persoanele afectate ar trebui sd aibd dreptul de a obtine o explicatie atunci cand decizia implementatorului este
bazatd in principal pe rezultatele anumitor sisteme de IA cu grad ridicat de risc care intrd in domeniul de aplicare al
prezentului regulament si in cazul in care decizia respectivd produce efecte juridice sau afecteazd in mod similar in
mod semnificativ persoanele respective intr-o manierd pe care acestea o considera ca avand un impact negativ asupra

(**)  Regulamentul (UE) 2023/988 al Parlamentului European si al Consiliului din 10 mai 2023 privind siguranta generald a produselor,
de modificare a Regulamentului (UE) nr. 1025/2012 al Parlamentului European si al Consiliului si a Directivei (UE) 2020/1828
a Parlamentului European si a Consiliului si de abrogare a Directivei 2001/95/CE a Parlamentului European si a Consiliului si
a Directivei 87/357/CEE a Consiliului (JO L 135, 23.5.2023, p. 1).
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sandtdtii, sigurantei sau drepturilor fundamentale ale acestora. Explicatia respectivd ar trebui si fie clard si
semnificativd si sd ofere un temei pentru exercitarea drepturilor de cdtre persoanele afectate. Dreptul de a obtine
o explicatie nu ar trebui si se aplice in cazul utilizarii unor sisteme de IA care fac obiectul unor exceptii sau restrictii
care decurg din dreptul Uniunii sau din dreptul intern i ar trebui s se aplice numai in mdsura in care acest drept nu
este deja prevdzut in dreptul Uniunii.

Persoanele care actioneaza in calitate de avertizori de integritate cu privire la incdlcdrile prezentului regulament ar
trebui s fie protejate in temeiul dreptului Uniunii. In ceea ce priveste raportarea incilcirilor prezentului regulament
si protectia persoanelor care raporteazd astfel de incilciri ar trebui, prin urmare, si se aplice Directiva (UE)
2019/1937 a Parlamentului European si a Consiliului (*%).

Pentru a se asigura posibilitatea de adaptare a cadrului de reglementare atunci cind este necesar, competenta de
a adopta acte in conformitate cu articolul 290 din TFUE ar trebui sd fie delegatd Comisiei pentru a modifica
conditiile in care un sistem de IA nu este considerat ca avind un grad ridicat de risc, lista sistemelor de IA cu grad
ridicat de risc, dispozitiile privind documentatia tehnicd, continutul declaratiei de conformitate UE, dispozitiile
privind procedurile de evaluare a conformitatii, dispozitiile de stabilire a sistemelor de 1A cu grad ridicat de risc
cdrora ar trebui si li se aplice procedura de evaluare a conformititii bazatd pe evaluarea sistemului de management al
calititii si pe evaluarea documentatiei tehnice, pragul, valorile de referintd si indicatorii din cadrul normelor pentru
clasificarea modelelor de IA de uz general cu risc sistemic, inclusiv prin completarea valorilor de referintd si
indicatorilor respectivi, criteriile pentru desemnarea modelelor de IA de uz general cu risc sistemic, documentatia
tehnicd pentru furnizorii de modele de 1A de uz general si informatiile privind transparenta pentru furnizorii de
modele de IA de uz general. Este deosebit de important ca, in cursul lucrdrilor sale pregititoare, Comisia sd
organizeze consultdri adecvate, inclusiv la nivel de experti, si ca respectivele consultiri si se desfisoare in
conformitate cu principiile stabilite in Acordul interinstitutional din 13 aprilie 2016 privind o mai buni
legiferare (*°). In special, pentru a asigura participarea egald la pregitirea actelor delegate, Parlamentul European si
Consiliul primesc toate documentele in acelasi timp cu expertii din statele membre, iar expertii acestor institutii au
acces sistematic la reuniunile grupurilor de experti ale Comisiei insdrcinate cu pregitirea actelor delegate.

Avand in vedere evolutiile tehnologice rapide si cunostintele de specialitate tehnice necesare pentru aplicarea
eficientd a prezentului regulament, Comisia ar trebui sd evalueze si sd revizuiascd prezentul regulament pand la
2 august 2029 si, ulterior, o datd la patru ani si si raporteze Parlamentului European si Consiliului in acest sens. In
plus, tinind seama de implicatiile pentru domeniul de aplicare al prezentului regulament, Comisia ar trebui sd
efectueze o evaluare a necesititii de a modifica, o datd pe an, lista sistemelor de IA cu grad ridicat de risc si lista
practicilor interzise. In plus, pand la 2 august 2028 si, ulterior, o datd la patru ani, Comisia ar trebui sd evalueze
necesitatea de a modifica lista rubricilor de domeniu cu grad ridicat de risc din anexa la prezentul regulament,
sistemele de IA care intrd in domeniul de aplicare al obligatiilor de transparentd, eficacitatea sistemului de
supraveghere si de guvernanta si progresele inregistrate in ceea ce priveste elaborarea de documente de standardizare
privind dezvoltarea eficientd din punct de vedere energetic a modelelor de IA de uz general, inclusiv necesitatea unor
misuri sau actiuni suplimentare si s raporteze Parlamentului European si Consiliului in acest sens. In cele din urmi,
pand la 2 august 2028 si, ulterior, o datd la trei ani, Comisia ar trebui sd evalueze impactul si eficacitatea codurilor de
conduitd voluntare in ceea ce priveste incurajarea aplicdrii cerintelor previzute pentru sistemele de IA cu grad ridicat
de risc in cazul altor sisteme de IA decit cele cu grad ridicat de risc si, eventual, a altor cerinte suplimentare pentru
sistemele de IA respective.

In vederea asigurdrii unor conditii uniforme pentru punerea in aplicare a prezentului regulament, ar trebui s3 fie
conferite competente de executare Comisiei. Respectivele competente ar trebui si fie exercitate in conformitate cu
Regulamentul (UE) nr. 182/2011 al Parlamentului European si al Consiliului (*°).

Intrucat obiectivul prezentului regulament, si anume de a imbunitati functionarea pietei interne si de a promova
adoptarea IA centrate pe factorul uman si fiabile, asigurdnd in acelasi timp un nivel ridicat de protectie a sdnattii,
a sigurantei si a drepturilor fundamentale consacrate in cartd, inclusiv a democratiei, a statului de drept si a mediului
impotriva efectelor diunitoare ale sistemelor de IA din Uniune, si sprijinind inovarea, nu poate fi realizat in mod

Directiva (UE) 2019/1937 a Parlamentului European si a Consiliului din 23 octombrie 2019 privind protectia persoanelor care
raporteazd incdlcari ale dreptului Uniunii (O L 305, 26.11.2019, p. 17).

JO L 123, 12.5.2016, p. 1.

Regulamentul (UE) nr. 182/2011 al Parlamentului European si al Consiliului din 16 februarie 2011 de stabilire a normelor si
principiilor generale privind mecanismele de control de citre statele membre al exercitdrii competentelor de executare de citre
Comisie (JO L 55, 28.2.2011, p. 13).

ELL: http://data.europa.cu/eli/reg/2024/1689/oj

43[144



RO JO L, 12.7.2024

satisfacdtor de citre statele membre §i, avind in vedere amploarea sau efectele actiunii sale, poate fi realizat mai bine
la nivelul Uniunii, aceasta din urma poate adopta mdsuri, in conformitate cu principiul subsidiaritatii, astfel cum se
prevede la articolul 5 din TUE. In conformitate cu principiul proportionalititii, astfel cum este definit la articolul
respectiv, prezentul regulament nu depiseste ceea ce este necesar pentru realizarea obiectivului mentionat.

(177) Pentru a asigura securitatea juridicd, a asigura o perioadd de adaptare adecvatd pentru operatori si a evita perturbarea
pietei, inclusiv prin asigurarea continuitatii utilizarii sistemelor de IA, este oportun ca prezentul regulament sd se
aplice sistemelor de IA cu grad ridicat de risc care au fost introduse pe piatd sau puse in functiune inainte de data
generald de aplicare a acestuia, numai dacd, de la data respectivd, sistemele respective fac obiectul unor modificari
semnificative in ceea ce priveste proiectarea sau scopul lor preconizat. Este oportun s se clarifice ¢, in acest sens,
conceptul de modificare semnificativd ar trebui sd fie inteles ca fiind echivalent in esentd cu notiunea de modificare
substantiald, care este utilizatd numai in ceea ce priveste sistemele de IA cu grad ridicat de risc, in temeiul prezentului
regulament. In mod exceptional si avand in vedere rispunderea publici, operatorii de sisteme de IA care fac parte din
sistemele informatice la scard largd instituite prin actele juridice care sunt enumerate intr-o anexd la prezentul
regulament si operatorii de sisteme de IA cu grad ridicat de risc care sunt destinate a fi utilizate de autoritatile publice
ar trebui sd ia mdsurile necesare pentru a se conforma cerintelor prezentului regulament pand la sfarsitul anului
2030 si, respectiv, pand la 2 august 2030.

(178) Furnizorii de sisteme de IA cu grad ridicat de risc sunt incurajati sd inceapd si se conformeze, in mod voluntar,
obligatiilor relevante aferente prezentului regulament inci din perioada de tranzitie.

(179) Prezentul regulament ar trebui sd se aplice de la 2 august 2026. Cu toate acestea, tindnd seama de riscul inacceptabil
asociat utilizdrii IA in anumite moduri, interdictiile si dispozitiile cu caracter general din prezentul regulament ar
trebui sa se aplice deja de la 2 februarie 2025. Desi efectul deplin al interdictiilor respective este corelat cu instituirea
guvernantei i cu aplicarea prezentului regulament, aplicarea anticipatd a interdictiilor este importantd pentru a se
tine seama de riscurile inacceptabile si pentru a produce efecte asupra altor proceduri, cum ar fi in dreptul civil. in
plus, infrastructura legatd de guvernantd si de sistemul de evaluare a conformitdtii ar trebui sd fie operationald
inainte de 2 august 2026; prin urmare, dispozitiile privind organismele notificate si structura de guvernantd ar trebui
sd se aplice de la 2 august 2025. Avand in vedere ritmul rapid al progreselor tehnologice si al adoptarii modelelor de
IA de uz general, ar trebui ca obligatiile furnizorilor de modele de IA de uz general si se aplice de la 2 august 2025.
Codurile de bune practici ar trebui sa fie gata pand la 2 mai 2025, pentru a permite furnizorilor sd demonstreze
conformitatea in timp util. Oficiul pentru IA ar trebui sd se asigure cd normele si procedurile de clasificare sunt
actualizate in functie de evolutiile tehnologice. In plus, statele membre ar trebui sd stabileasci si sd notifice Comisiei
normele privind sanctiunile, inclusiv amenzile administrative, si sd se asigure cd acestea sunt puse in aplicare in mod
corespunzdtor si efectiv pand la data aplicarii prezentului regulament. Prin urmare, dispozitiile privind sanctiunile ar
trebui sd se aplice de la 2 august 2025.

(180) Autoritatea Europeand pentru Protectia Datelor si Comitetul european pentru protectia datelor au fost consultate in
conformitate cu articolul 42 alineatele (1) si (2) din Regulamentul (UE) 2018/1725 si au emis avizul lor comun la
18 iunie 2021,

ADOPTA PREZENTUL REGULAMENT:

CAPITOLUL 1
DISPOZITII GENERALE

Articolul 1
Obiectul

(1)  Scopul prezentului regulament este de a imbundtdti functionarea pietei interne, de a promova adoptarea inteligentei
artificiale (IA) centrate pe factorul uman si fiabile, asigurand in acelasi timp un nivel ridicat de protectie a sdnattii,
a sigurantei si a drepturilor fundamentale consacrate in cartd, inclusiv a democratiei, a statului de drept si a mediului
impotriva efectelor ddundtoare ale sistemelor de IA din Uniune, si sprijinind inovarea.

(2)  Prezentul regulament stabileste:

(a) norme armonizate pentru introducerea pe piatd, punerea in functiune si utilizarea sistemelor de IA in Uniune;
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(b) interdictii privind anumite practici in domeniul IA;

(c) cerinte specifice pentru sistemele de IA cu grad ridicat de risc si obligatii pentru operatorii unor astfel de sisteme;
(d) norme armonizate de transparentd pentru anumite sisteme de IA;

(e) norme armonizate privind introducerea pe piatd a modelelor de TA de uz general;

(f) norme privind monitorizarea pietei, supravegherea pietei, guvernanta si aplicarea prezentului regulament;

(g) misuri de sustinere a inovirii, cu un accent deosebit pe IMM-uri, inclusiv pe intreprinderile nou-infiintate.

Articolul 2

Domeniul de aplicare
(1)  Prezentul regulament se aplicd pentru:

(a) furnizorii care introduc pe piatd sau pun in functiune sisteme de IA sau introduc pe piatd modele de IA de uz general in
Uniune, indiferent daci furnizorii respectivi sunt stabiliti sau se afld in Uniune sau intr-o tard tert3;

(b) implementatorii de sisteme de IA care isi au sediul sau se afld pe teritoriul Uniunii;

(c) furnizorii si implementatorii de sisteme de IA care isi au sediul sau se afld intr-o tard tertd, in cazul in care rezultatele
produse de sistemele de IA sunt utilizate in Uniune;

(d) importatorii si distribuitorii de sisteme de IA;

(e) fabricantii de produse care introduc pe piatd sau pun in functiune un sistem de IA impreund cu produsul lor si sub
numele sau marca lor comercial;

(f) reprezentantii autorizati ai furnizorilor, care nu sunt stabiliti in Uniune;
(g) persoanele afectate care se afld in Uniune.

(2)  n cazul sistemelor de IA clasificate ca sisteme de IA prezentand un grad ridicat de risc in conformitate cu articolul 6
alineatul (1), legate de produse care fac obiectul actelor legislative de armonizare ale Uniunii care figureazd in anexa
I sectiunea B, se aplicd numai articolul 6 alineatul (1), articolele 102-109 si articolul 112. Articolul 57 se aplicd numai in
mdsura in care cerintele pentru sistemele de IA cu grad ridicat de risc previzute in temeiul prezentului regulament au fost
integrate in respectivele acte legislative de armonizare ale Uniunii.

(3)  Prezentul regulament nu se aplicd domeniilor care nu intrd in sfera de cuprindere a dreptului Uniunii si, in orice caz,
nu afecteazd competentele statelor membre in materie de securitate nationald, indiferent de tipul de entitate insdrcinatd de
statele membre sd indeplineascd sarcinile legate de competentele respective.

Prezentul regulament nu se aplicd sistemelor de IA in cazul si in masura in care sunt introduse pe piatd, puse in functiune
sau utilizate cu sau fird modificdri exclusiv in scopuri militare, de aparare sau de securitate nationald, indiferent de tipul de
entitate care desfisoard activititile respective.

Prezentul regulament nu se aplicd sistemelor de IA care nu sunt introduse pe piatd sau puse in functiune in Uniune, in cazul
in care rezultatul este utilizat in Uniune exclusiv in scopuri militare, de apdrare sau de securitate nationald, indiferent de
tipul de entitate care desfisoard activititile respective.

(4)  Prezentul regulament nu se aplicd autoritdtilor publice dintr-o tard tertd si nici organizatiilor internationale care intrd
in sfera de cuprindere a prezentului regulament in temeiul alineatului (1), in cazul in care respectivele autoritdti sau
organizatii utilizeaza sisteme de 1A in cadrul cooperdrii sau acordurilor internationale pentru aplicarea legii si pentru
cooperarea judiciard cu Uniunea sau cu unul sau mai multe state membre, cu conditia ca o astfel de tard tertd sau
organizatie internationald si ofere garantii adecvate in ceea ce priveste protectia drepturilor si libertatilor fundamentale ale
persoanelor.

(5)  Prezentul regulament nu aduce atingere aplicdrii dispozitiilor privind rispunderea furnizorilor de servicii
intermediare cuprinse in capitolul IT din Regulamentul (UE) 2022/2065.
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(6)  Prezentul regulament nu se aplici sistemelor de IA sau modelelor de IA, inclusiv rezultatelor acestora, dezvoltate si
puse in functiune special si exclusiv pentru cercetare si dezvoltare stiintifica.

(7)  Dreptul Uniunii privind protectia datelor cu caracter personal, a vietii private si a confidentialititii comunicatiilor se
aplicd datelor cu caracter personal prelucrate in legdturd cu drepturile si obligatiile prevazute in prezentul regulament.
Prezentul regulament nu afecteazd Regulamentul (UE) 2016/679 sau (UE) 2018/1725 ori Directiva 2002/58/CE sau (UE)
2016/680, fird a aduce atingere articolului 10 alineatul (5) si articolului 59 din prezentul regulament.

(8)  Prezentul regulament nu se aplicd niciunei activitdti de cercetare, testare sau dezvoltare privind sisteme de IA sau
modele de IA, inainte ca acestea si fie introduse pe piatd sau puse in functiune. Astfel de activitdti se desfisoard in
conformitate cu dreptul aplicabil al Uniunii. Testarea in conditii reale nu face obiectul excluderii mentionate.

(9)  Prezentul regulament nu aduce atingere normelor previzute de alte acte juridice ale Uniunii referitoare la protectia
consumatorilor si la siguranta produselor.

(10)  Prezentul regulament nu se aplicd obligatiilor implementatorilor persoane fizice care utilizeazd sisteme de IA in
cursul unei activitdti strict personale, fird caracter profesional.

(11)  Prezentul regulament nu impiedicd Uniunea sau statele membre sd mentind sau sd introducd acte cu putere de lege
si acte administrative care sunt mai favorabile lucrdtorilor privind protejarea drepturilor acestora in ceea ce priveste
utilizarea sistemelor de IA de citre angajatori sau sd incurajeze ori sd permitd aplicarea unor contracte colective de munca
care sunt mai favorabile lucratorilor.

(12)  Prezentul regulament nu se aplica sistemelor de IA lansate sub licente libere si cu sursa deschisd, cu exceptia cazului
in care acestea sunt introduse pe piatd sau puse in functiune ca sisteme de IA cu grad ridicat de risc sau ca sisteme de IA care
intrd sub incidenta articolului 5 sau a articolului 50.

Articolul 3

Definitii
In sensul prezentului regulament, se aplici urmitoarele definitii:

1. ,sistem de IA” inseamnd un sistem bazat pe o masind care este conceput si functioneze cu diferite niveluri de
autonomie si care poate prezenta adaptabilitate dupd implementare, i care, urmdrind obiective explicite sau implicite,
deduce, din datele de intrare pe care le primeste, modul de generare a unor rezultate precum previziuni, continut,
recomanddri sau decizii care pot influenta mediile fizice sau virtuale;

2. ,risc” inseamnd combinatia dintre probabilitatea producerii unui prejudiciu si gravitatea acestuia;

3. furnizor” inseamnd o persoand fizica sau juridicd, o autoritate publicd, o agentie sau un alt organism care dezvoltd un
sistem de IA sau un model de IA de uz general sau care comandd dezvoltarea unui sistem de IA sau a unui model de IA
de uz general si il introduce pe piatd sau pune in functiune sistemul de IA sub propriul nume sau propria marci
comerciald, contra cost sau gratuit;

4. implementator” inseamnd o persoand fizicd sau juridicd, autoritate publicd, agentie sau alt organism care utilizeaza un
sistem de A aflat sub autoritatea sa, cu exceptia cazului in care sistemul de TA este utilizat in cursul unei activitdti
personale, fird caracter profesional;

5. ,reprezentant autorizat” inseamnd o persoand fizicd sau juridicd aflatd sau stabilitd in Uniune care a primit §i a acceptat
un mandat scris din partea unui furnizor al unui sistem de IA sau al unui model de IA de uz general pentru a exercita si,
respectiv, a indeplini, in numele sdu, obligatiile si procedurile stabilite prin prezentul regulament;

6. importator” inseamnd o persoand fizicd sau juridici aflatd sau stabilitd in Uniune care introduce pe piatd un sistem de
IA care poartd numele sau marca unei persoane fizice sau juridice stabilite intr-o tard tert3;

7. distribuitor” inseamnd o persoand fizicdi sau juridicd din lantul de aprovizionare, alta decat furnizorul sau
importatorul, care pune la dispozitie un sistem de IA pe piata Uniunii;

8. ,operator” inseamna furnizor, fabricant de produse, implementator, reprezentant autorizat, importator sau distribuitor;
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11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

Lintroducere pe piatd” inseamnd prima punere la dispozitie a unui sistem de IA sau a unui model de 1A de uz general pe
piata Uniunii;

,punere la dispozitie pe piatd” inseamnd furnizarea unui sistem de IA sau a unui model de IA de uz general pentru
distributie sau uz pe piata Uniunii in cursul unei activitdti comerciale, contra cost sau gratuit;

,punere in functiune” inseamnd furnizarea unui sistem de IA pentru prima utilizare direct implementatorului sau
pentru uz propriu in Uniune, in scopul sdu preconizat;

,Scop preconizat” inseamna utilizarea preconizatd de citre furnizor a unui sistem de IA, inclusiv contextul specific si
conditiile de utilizare, astfel cum se specificd in informatiile oferite de furnizor in instructiunile de utilizare, in
materialele promotionale sau de vanzare si in declaratii, precum si in documentatia tehnica;

yutilizare necorespunzitoare previzibild in mod rezonabil” inseamna utilizarea unui sistem de IA intr-un mod care nu
este in conformitate cu scopul sdu preconizat, dar care poate rezulta din comportamentul uman sau din interactiunea
previzibild in mod rezonabil cu alte sisteme, inclusiv cu alte sisteme de IA;

,componentd de sigurantd” inseamnd o componentd a unui produs sau a unui sistem de IA care indeplineste o functie
de sigurantd pentru produsul sau sistemul de IA respectiv sau a cdrei defectare sau functionare defectuoasd pune in
pericol sdndtatea si siguranta persoanelor sau a bunurilor;

yinstructiuni de utilizare” inseamnd informatiile oferite de furnizor pentru a informa implementatorul, in special cu
privire la scopul preconizat si utilizarea corespunzitoare a unui sistem de IA;

Jrechemare a unui sistem de IA” inseamnd orice masurd care are drept scop returnarea citre furnizor, scoaterea din
functiune sau dezactivarea utilizarii unui sistem de IA deja pus la dispozitia implementatorilor;

yretragere a unui sistem de IA” inseamnd orice masurd care are drept scop impiedicarea punerii la dispozitie pe piatd
a unui sistem de IA din lantul de aprovizionare;

yperformantd a unui sistem de IA” inseamnd capacitatea unui sistem de IA de a-si indeplini scopul preconizat;

,autoritate de notificare” inseamna autoritatea nationald responsabild cu instituirea si indeplinirea procedurilor necesare
pentru evaluarea, desemnarea si notificarea organismelor de evaluare a conformitdtii si pentru monitorizarea acestora;

,evaluare a conformitdtii” inseamnd procesul prin care se demonstreazd dacd au fost indeplinite sau nu cerintele
previzute in capitolul III sectiunea 2 referitoare la un sistem de IA cu grad ridicat de risc;

yorganism de evaluare a conformititii” inseamnd un organism care efectueazd activititi de evaluare a conformitdtii ca
parte tertd, incluzand testarea, certificarea si inspectia;

,organism notificat” inseamnd un organism de evaluare a conformitdtii notificat in conformitate cu prezentul
regulament si cu alte acte legislative relevante de armonizare ale Uniunii;

,modificare substantiald” inseamnd o modificare a unui sistem de IA dupd introducerea sa pe piatd sau punerea sa in
functiune, care nu este prevazutd sau planificatd in evaluarea initiald a conformitdtii realizatd de furnizor si in urma
careia este afectatd conformitatea sistemului de IA cu cerintele prevazute in capitolul III sectiunea 2 sau care conduce la
o modificare a scopului preconizat pentru care a fost evaluat sistemul de IA;

,marcaj CE” inseamnd un marcaj prin care un furnizor indica faptul cd un sistem de IA este in conformitate cu cerintele
prevazute in capitolul III sectiunea 2 si in alte acte legislative de armonizare aplicabile ale Uniunii care prevad aplicarea
acestui marcaj;

,sistem de monitorizare ulterioard introducerii pe piatd” inseamna toate activitatile desfisurate de furnizorii de sisteme
de IA pentru a colecta si a revizui experienta dobanditd in urma utilizarii sistemelor de IA pe care le introduc pe piatd
sau le pun in functiune, in scopul identificdrii oricarei nevoi de a aplica imediat orice mdsurd corectivd sau preventivd
necesard;

Lautoritate de supraveghere a pietei” inseamnd autoritatea nationald care desfdsoard activitdti si ia mdsuri in temeiul
Regulamentului (UE) 2019/1020;
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27. ,standard armonizat” inseamnd un standard armonizat, in sensul definitiei de la articolul 2 punctul 1 litera (c) din
Regulamentul (UE) nr. 1025/2012;

xn

28. ,specificatie comund” inseamnd un set de specificatii tehnice, astfel cum sunt definite la articolul 2 punctul 4 din
Regulamentul (UE) nr. 1025/2012, care oferd mijloacele de a respecta anumite cerinte stabilite in temeiul prezentului
regulament;

29. ,date de antrenament” inseamnd datele utilizate pentru antrenarea unui sistem de IA prin adaptarea parametrilor sdi
care pot fi invatati;

30. ,date de validare” inseamnd datele utilizate pentru a furniza o evaluare a sistemului de IA antrenat si pentru a-i ajusta
parametrii care nu pot fi invitati si procesul siu de invitare, printre altele, pentru a preveni subadaptarea sau
supraadaptarea;

31. ,set de date de validare” inseamnd un set de date separat sau o parte a setului de date de antrenament, sub forma unei
divizari fixe sau variabile;

32. ,date de testare” inscamnd datele utilizate pentru a furniza o evaluare independentd a sistemului de IA, in scopul de
a confirma performanta preconizatd a sistemului respectiv inainte de introducerea sa pe piatd sau de punerea sa in
functiune;

33. ,date de intrare” inseamnd datele furnizate unui sistem de IA sau dobandite direct de acesta, pe baza cirora sistemul
produce un rezultat;

34. ,date biometrice” inseamnd datele cu caracter personal rezultate dintr-o prelucrare tehnicd specificd, referitoare la
caracteristicile fizice, fiziologice sau comportamentale ale unei persoane fizice, cum ar fi imaginile faciale sau datele
dactiloscopice;

35. ,identificare biometricd” inseamnd recunoasterea automatd a caracteristicilor fizice, fiziologice, comportamentale sau
psihologice ale omului in scopul stabilirii identitdtii unei persoane fizice prin compararea datelor biometrice ale
persoanei respective cu datele biometrice ale persoanelor stocate intr-o bazi de date;

36. ,verificare biometricd” inseamnd verificarea automatd, pe baza unei comparatii intre doud seturi de date, inclusiv
autentificarea, a identitdtii persoanelor fizice prin compararea datelor biometrice ale acestora cu datele biometrice
furnizate anterior;

37. ,categorii speciale de date cu caracter personal” inseamnd categoriile de date cu caracter personal mentionate la
articolul 9 alineatul (1) din Regulamentul (UE) 2016/679, la articolul 10 din Directiva (UE) 2016/680 si la articolul 10
alineatul (1) din Regulamentul (UE) 2018/1725;

38. ,date operationale sensibile” inseamnd date operationale legate de activititi de prevenire, depistare, investigare sau
urmdrire penald a infractiunilor a cdror divulgare ar putea pune in pericol integritatea unor proceduri penale;

39. ,sistem de recunoastere a emotiilor” inseamnd un sistem de IA al cdrui scop este de a identifica sau a deduce emotiile
sau intentiile persoanelor fizice pe baza datelor lor biometrice;

40. ,sistem de clasificare biometricd” inseamnd un sistem de IA al cdrui scop este de a incadra persoanele fizice in categorii
specifice pe baza datelor lor biometrice, cu exceptia cazului in care acesta este auxiliar unui alt serviciu comercial si
strict necesar din motive tehnice obiective;

41. ,sistem de identificare biometricd la distantd” inseamnd un sistem de IA al cdrui scop este de a identifica persoanele
fizice, fard implicarea activd a acestora, de obicei la distantd, prin compararea datelor biometrice ale unei persoane cu
datele biometrice continute intr-o bazi de date de referint3;

42. ,sistem de identificare biometrici la distantd in timp real” inseamnd un sistem de identificare biometrica la distanta in
care atat capturarea datelor biometrice, cat i compararea si identificarea au loc fard intarzieri semnificative, incluzand
nu numai identificarea instantanee, ci si intarzieri scurte limitate pentru a se evita eludarea;

9

43, ,sistem de identificare biometrici la distantd ulterioard” inseamnd un alt sistem de identificare biometrici la distantd
decat sistemul de identificare biometricd la distantd in timp real;

44. ,spatiu accesibil publicului” inseamnd orice loc fizic aflat in proprietate publicd sau privatd, accesibil unui numar
nedeterminat de persoane fizice, indiferent dacd se pot aplica anumite conditii de acces si indiferent de potentiale
restrictii de capacitate;
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45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

PIYIN

Lautoritate de aplicare a legii” inseamna:

(a) orice autoritate publici competentd in materie de prevenire, investigare, depistare sau urmdrire penald
a infractiunilor sau de executare a sanctiunilor penale, inclusiv in materie de protejare impotriva amenintarilor
la adresa securitdtii publice si de prevenire a acestora; sau

(b) orice alt organism sau entitate imputernicit(d) de dreptul statului membru si exercite autoritate publicd si
competente publice in scopul prevenirii, investigarii, depistdrii sau urmaririi penale a infractiunilor sau al executdrii
sanctiunilor penale, inclusiv al protejirii impotriva amenintarilor la adresa securitdtii publice si al prevenirii
acestora;

Laplicarea legii” inseamnd activitdtile desfdsurate de autoritdtile de aplicare a legii sau in numele acestora pentru
prevenirea, investigarea, depistarea sau urmdrirea penald a infractiunilor sau pentru executarea sanctiunilor penale,
inclusiv pentru protejarea impotriva amenintdrilor la adresa securitdtii publice §i prevenirea acestora;

,Oficiul pentru IA” inseamnd functia Comisiei de a contribui la punerea in aplicare, monitorizarea si supravegherea
sistemelor de IA si a modelelor de TA de uz general si la guvernanta IA, prevdzutd in Decizia din 24 ianuarie 2024
a Comisiei; trimiterile din prezentul regulament la Oficiul pentru IA se interpreteazd ca trimiteri la Comisie;

,autoritate nationald competentd” inseamnd o autoritate de notificare sau o autoritate de supraveghere a pietei; in ceea
ce priveste sistemele de IA puse in functiune sau utilizate de institutiile, agentiile, oficiile si organele Uniunii, mentiunile
referitoare la autoritatile nationale competente sau la autorititile de supraveghere a pietei din prezentul regulament se
interpreteazd ca mentiuni referitoare la Autoritatea Europeand pentru Protectia Datelor;

yincident grav” inseamnd un incident sau functionarea necorespunzitoare a unui sistem de IA care, direct sau indirect,
conduce la oricare dintre urmitoarele:

(a) decesul unei persoane sau vdtimarea gravd a sandtdtii unei persoane;

(b) o perturbare gravd si ireversibild a gestiondrii sau a functiondrii infrastructurii critice;

(c) incilcarea obligatiilor care decurg din dreptul Uniunii menit si protejeze drepturile fundamentale;
(d) daune grave aduse bunurilor sau mediului;

,date cu caracter personal” inseamnd datele cu caracter personal astfel cum sunt definite la articolul 4 punctul 1 din
Regulamentul (UE) 2016/679;

,date fird caracter personal” inseamnd date, altele decat datele cu caracter personal definite la articolul 4 punctul 1 din
Regulamentul (UE) 2016/679;

wcreare de profiluri” inseamnd creare de profiluri in sensul definitiei de la articolul 4 punctul 4 din Regulamentul (UE)
2016/679;

,plan de testare in conditii reale” inseamnd un document care descrie obiectivele, metodologia, domeniul de aplicare
geografic, demografic si temporal, monitorizarea, organizarea si efectuarea testelor in conditii reale;

,plan privind spatiul de testare” inseamna un document convenit intre furnizorul participant si autoritatea competentd
care descrie obiectivele, conditiile, calendarul, metodologia si cerintele pentru activititile desfisurate in spatiul de
testare;

,spatiu de testare in materie de reglementare in domeniul IA” inseamnd un cadru controlat instituit de o autoritate
competentd care oferd furnizorilor sau potentialilor furnizori de sisteme de IA posibilitatea de a dezvolta, de a antrena,
de a valida si de a testa, dupd caz in conditii reale, un sistem de IA inovator, pe baza unui plan privind spatiul de testare,
pentru o perioadi limitatd de timp, sub supraveghere reglementar3;

yalfabetizare in domeniul IA” inseamnd competentele, cunostintele si intelegerea care le permit furnizorilor,
implementatorilor si persoanelor afectate, tinind seama de drepturile si obligatiile lor respective in contextul
prezentului regulament, si implementeze sistemele de IA in cunostintd de cauzd si sd constientizeze oportunitdtile si
riscurile pe care le implicd IA, precum si prejudiciile pe care le pot aduce;
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57. ,testare in conditii reale” inseamnd testarea temporard a unui sistem de IA in scopul sdu preconizat, in conditii reale, in
afara unui laborator sau a unui mediu simulat in alt mod, in vederea colectdrii de date fiabile si solide si a evaludrii si
verificdrii conformitatii sistemului de IA cu cerintele prezentului regulament si nu se considera introducere pe piatd sau
punere in functiune a sistemului de IA in sensul prezentului regulament, daci sunt indeplinite toate conditiile previzute
la articolul 57 sau 60;

58. ,subiect” in scopul testdrii in conditii reale inseamna o persoand fizicd care participd la testarea in conditii reale;

X

59. ,consimtdmant in cunostintd de cauzi” inseamnd exprimarea liberd, specificd, neechivocd si voluntard de citre un
subiect a dorintei sale de a participa la 0 anumiti testare in conditii reale, dupd ce a fost informat cu privire la toate
aspectele testirii care sunt relevante pentru decizia sa de a participa;

60. ,deepfake” inseamnd o imagine ori un continut audio sau video generat sau manipulat de IA care prezintd o asemanare
cu persoane, obiecte, locuri sau alte entitdti ori evenimente existente si care ar crea unei persoane impresia falsd cd este
autentic sau adevirat;

X

61. ,incdlcare pe scard largd” inseamnd orice actiuni sau omisiuni contrare dreptului Uniunii care protejeazd interesele
persoanelor fizice si care:

(a) au adus sau ar putea aduce prejudicii intereselor colective ale persoanelor care isi au resedinta in cel putin doud
state membre diferite de statul membru in care:

(i) au fost initiate sau au avut loc actiunile sau omisiunile in cauzi;
(i) se afld sau este stabilit furnizorul in cauzd sau, dupd caz, reprezentantul siu autorizat; sau
(ifi) este stabilit implementatorul, atunci cand incdlcarea este comisd de implementator;

(b) au adus, aduc sau sunt susceptibile sd aducd prejudicii intereselor colective ale persoanelor si au caracteristici
comune, cum ar fi aceeasi practici ilegald, incilcarea aceluiasi interes, care survin in acelasi timp, fiind comise de
acelasi operator, in cel putin trei state membre;

62. ,infrastructurd criticd” inseamnd infrastructurd criticd in sensul definitiei de la articolul 2 punctul 4 din Directiva (UE)
2022/2557;

63. ,model de IA de uz general” inseamnd un model de IA, inclusiv in cazul in care un astfel de model de IA este antrenat
cu un volum mare de date care utilizeazd autosupravegherea la scard largd, care prezintd o generalitate semnificativa si
este capabil si indeplineascd in mod competent o gamd largd de sarcini distincte, indiferent de modul in care este
introdus pe piatd si care poate fi integrat intr-o varietate de sisteme sau aplicatii din aval, cu exceptia modelelor de TA
care sunt utilizate pentru activitdti de cercetare, dezvoltare sau creare de prototipuri inainte de introducerea pe piat3;

64. ,capabilitdti cu impact ridicat” inseamnd capabilititi care corespund capabilitatilor inregistrate in cele mai avansate
modele de IA de uz general sau depdsesc capabilititile respective;

65. ,risc sistemic” inseamnd un risc specific capabilititilor cu impact ridicat ale modelelor de IA de uz general, avand un
impact semnificativ asupra pietei Uniunii ca urmare a amplorii acestora sau a efectelor negative reale sau previzibile in
mod rezonabil asupra sandtatii publice, sigurantei, securitdtii publice, drepturilor fundamentale sau asupra societdtii in
ansamblu, care poate fi propagat la scard largd de-a lungul lantului valoric;

66. ,sistem de IA de uz general” inseamnd un sistem de IA care se bazeazd pe un model de IA de uz general si care are
capabilitatea de a deservi o varietate de scopuri, atdt pentru utilizare directd, cat si pentru integrarea in alte sisteme de
IA;

67. ,operatie in virguld mobild” inseamnd orice operatie matematicd sau atribuire care implicd numere in virguld mobild,
care sunt o subcategorie a numerelor reale si sunt reprezentate de reguld in informaticd printr-un numdr intreg cu
precizie fixd multiplicat cu o bazi fixd avand un exponent numdr intreg;

68. ,furnizor din aval” inseamnd un furnizor al unui sistem de IA, inclusiv al unui sistem de IA de uz general, care
integreazd un model de IA, indiferent dacd modelul de IA este furnizat de furnizorul insusi si integrat vertical sau daci
acesta este furnizat de o altd entitate pe baza unor relatii contractuale.
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Articolul 4

Alfabetizarea in domeniul 1A

Furnizorii si implementatorii de sisteme de IA iau mdsuri pentru a asigura, in cea mai mare mdsurd posibild, un nivel
suficient de alfabetizare in domeniul IA a personalului lor i a altor persoane care se ocupd cu operarea si utilizarea
sistemelor de IA in numele lor, tindnd seama de cunostintele tehnice, experienta, educatia si formarea lor si de contextul in
care urmeazd si fie folosite sistemele de IA si luand in considerare persoanele sau grupurile de persoane in legiturd cu care
urmeazd si fie folosite sistemele de IA.

1)

@)

CAPITOLUL II
PRACTICI INTERZISE iIN DOMENIUL 1A

Articolul 5

Practici interzise in domeniul IA
Sunt interzise urmdtoarele practici in domeniul IA:

introducerea pe piatd, punerea in functiune sau utilizarea unui sistem de IA care utilizeaza tehnici subliminale ce nu pot
fi percepute in mod constient de o persoand sau tehnici intentionat manipulatoare sau ingeldtoare, cu scopul sau efectul
de a denatura in mod semnificativ comportamentul unei persoane sau al unui grup de persoane prin impiedicarea
apreciabild a capacitdtii acestora de a lua o decizie in cunostintd de cauzd, determinandu-le astfel sd ia o decizie pe care
altfel nu ar fi luat-o, intr-un mod care aduce sau este susceptibil in mod rezonabil si aducd prejudicii semnificative
persoanei respective, unei alte persoane sau unui grup de persoane;

introducerea pe piatd, punerea in functiune sau utilizarea unui sistem de IA care exploateazd oricare dintre
vulnerabilititile unei persoane fizice sau ale unui anumit grup de persoane asociate varstei, unei dizabilitdti sau unei
situatii sociale sau economice specifice, cu scopul sau efectul de a denatura in mod semnificativ comportamentul
persoanei respective sau al unei persoane care apartine grupului respectiv intr-un mod care aduce sau este susceptibil in
mod rezonabil sd aducd prejudicii semnificative persoanei respective sau unei alte persoane;

introducerea pe piatd, punerea in functiune sau utilizarea unor sisteme de IA pentru evaluarea sau clasificarea
persoanelor fizice sau a grupurilor de persoane pe o anumitd perioadd de timp, pe baza comportamentului lor social
sau a caracteristicilor personale sau de personalitate cunoscute, deduse sau preconizate, cu un punctaj social care
conduce la una dintre urmitoarele situatii sau la ambele:

(i) tratamentul prejudiciabil sau nefavorabil aplicat anumitor persoane fizice sau unor grupuri de persoane in contexte
sociale care nu au legdturd cu contextele in care datele au fost generate sau colectate initial;

(i) tratamentul prejudiciabil sau nefavorabil aplicat anumitor persoane fizice sau unor grupuri de persoane, care este
nejustificat sau disproportionat in raport cu comportamentul social al acestora sau cu gravitatea acestuia;

introducerea pe piatd, punerea in functiune in acest scop specific sau utilizarea unui sistem de IA pentru efectuarea de
evaludri ale riscurilor persoanelor fizice cu scopul de a evalua sau de a prevedea riscul ca o persoani fizicd sd comitd
o infractiune, exclusiv pe baza credrii profilului unei persoane fizice sau pe baza evaludrii trdsiturilor si caracteristicilor
sale de personalitate; aceastd interdictie nu se aplicd sistemelor de IA utilizate pentru a sprijini evaluarea umani
a implicdrii unei persoane intr-o activitate infractionald, care se bazeazd deja pe fapte obiective si verificabile legate
direct de o activitate infractionald;

introducerea pe piatd, punerea in functiune in acest scop specific sau utilizarea unor sisteme de IA care creeazd sau
extind bazele de date de recunoastere faciald prin extragerea fard scop precis a imaginilor faciale de pe internet sau de pe
inregistrarile TVCI

introducerea pe piatd, punerea in functiune in acest scop specific sau utilizarea unor sisteme de IA pentru a deduce
emotiile unei persoane fizice in sfera locului de munci si a institutiilor de invdtimant, cu exceptia cazurilor in care
utilizarea sistemului de IA este destinatd a fi instituitd sau introdusd pe piatd din motive medicale sau de sigurant;
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(g) introducerea pe piatd sau punerea in functiune in acest scop specific sau utilizarea de sisteme de clasificare biometricd
care clasificd in mod individual persoanele fizice pe baza datelor lor biometrice pentru a deduce sau a intui rasa, opiniile
politice, apartenenta la un sindicat, convingerile religioase sau filozofice, viata sexuald sau orientarea sexuald ale
persoanelor respective; aceastd interdictie nu se referd la etichetarea sau filtrarea seturilor de date biometrice obtinute in
mod legal, cum ar fi imaginile, pe baza datelor biometrice sau la clasificarea datelor biometrice in domeniul aplicdrii

legii;

Ex

utilizarea sistemelor de identificare biometricd la distantd in timp real in spatii accesibile publicului in scopul aplicarii
legii, cu exceptia cazului si in masura in care o astfel de utilizare este strict necesard pentru unul dintre urmatoarele
obiective:

(i) cdutarea in mod specific a anumitor victime ale rapirii, traficului de persoane sau exploatdrii sexuale a persoanelor,
precum si cdutarea persoanelor disparute;

(ii) prevenirea unei amenintdri specifice, substantiale si iminente care vizeazd viata sau siguranta fizici a persoanelor
fizice sau a unei amenintdri reale §i prezente sau reale si previzibile de atac terorist;

(ifi) localizarea sau identificarea unei persoane suspectate de sivarsirea unei infractiuni, in scopul desfisurdrii unei
investigatii penale sau al urmdririi penale sau al executdrii unor sanctiuni penale pentru infractiuni, mentionate in
anexa II si pasibile, in statul membru in cauzd, de o pedeapsi privativd de libertate sau o masurd de sigurantd
privativd de libertate pentru o perioadd maxima de cel putin patru ani.

Litera (h) de la primul paragraf nu aduce atingere articolului 9 din Regulamentul (UE) 2016/679 privind prelucrarea datelor
biometrice in alte scopuri decat aplicarea legii.

(2)  Sistemele de identificare biometrica la distantd in timp real in spatiile accesibile publicului in scopul aplicirii legii
pentru oricare dintre obiectivele mentionate la alineatul (1) primul paragraf litera (h) se utilizeazd in scopurile previzute la
alineatul (1) litera (h) numai pentru a confirma identitatea persoanei vizate in mod specific, tindndu-se seama de
urmdtoarele elemente:

(a) natura situatiei care determind posibila utilizare, in special gravitatea, probabilitatea si amploarea prejudiciului care ar fi
cauzat dacd sistemul nu ar fi utilizat;

(b) consecintele utilizarii sistemului asupra drepturilor si libertdtilor tuturor persoanelor vizate, in special gravitatea,
probabilitatea si amploarea acestor consecinte.

In plus, utilizarea sistemelor de identificare biometrici la distantd in timp real in spatiile accesibile publicului in scopul
aplicdrii legii pentru oricare dintre obiectivele mentionate la alineatul (1) primul paragraf litera (h) de la prezentul articol
respectd garantiile si conditiile necesare si proportionale in ceea ce priveste utilizarea in conformitate cu dreptul intern care
autorizeazd utilizarea sistemelor respective, in special in ceea ce priveste limitdrile temporale, geografice si legate de
persoane. Utilizarea sistemului de identificare biometricd la distantd in timp real in spatiile accesibile publicului este
autorizatd numai daci autoritatea de aplicare a legii a finalizat o evaluare a impactului asupra drepturilor fundamentale,
astfel cum se prevede la articolul 27, si a inregistrat sistemul in baza de date a UE, in conformitate cu articolul 49. Cu toate
acestea, in cazuri de urgentd justificate in mod corespunzitor, utilizarea sistemelor respective poate fi initiatd fdrd
inregistrarea in baza de date a UE, cu conditia ca inregistrarea respectiva si fie finalizatd fird intarzieri nejustificate.

(3)  In sensul alineatului (1) primul paragraf litera (h) si al alineatului (2), fiecare utilizare in scopul aplicarii legii a unui
sistem de identificare biometricd la distantd in timp real in spatiile accesibile publicului face obiectul unei autorizatii
prealabile acordate de o autoritate judiciard sau de o autoritate administrativd independentd a cirei decizie are efect
obligatoriu din statul membru in care urmeazd si aibd loc utilizarea; autorizatia respectivd este emisd pe baza unei cereri
motivate §i in conformitate cu normele detaliate de drept intern mentionate la alineatul (5). Cu toate acestea, intr-o situatie
de urgentd justificatd in mod corespunzitor, utilizarea sistemului poate incepe fard autorizatie, cu conditia ca autorizatia
respectiva s fie solicitatd fard intrzieri nejustificate, cel tarziu in termen de 24 de ore. In cazul in care o astfel de autorizatie
este refuzatd, utilizarea sistemului este opritd cu efect imediat si toate datele, precum si rezultatele si produsele obtinute in
cadrul utilizarii respective sunt inliturate si sterse imediat.

Autoritatea judiciard competentd sau o autoritate administrativd independentd a cirei decizie are efect obligatoriu acorda
autorizatia numai dacd este convinsd, pe baza unor dovezi obiective sau a unor indicii clare care i-au fost prezentate, cd
utilizarea sistemului de identificare biometricd la distantd in timp real in cauzd este necesard si proportionald pentru
realizarea unuia dintre obiectivele mentionate la alineatul (1) primul paragraf litera (h), astfel cum a fost identificat in cerere
si, n special, rimane limitata la ceea ce este strict necesar din punctul de vedere al perioadei de timp, precum si al sferei de
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aplicare geograficd si personald. Atunci cand ia o decizie cu privire la cerere, autoritatea respectivd ia in considerare
elementele mentionate la alineatul (2). Nicio decizie care produce un efect juridic negativ asupra unei persoane nu poate fi
luatd exclusiv pe baza unui rezultat al sistemului de identificare biometricd la distantd in timp real.

(4)  Fard a aduce atingere alineatului (3), fiecare utilizare a unui sistem de identificare biometricd la distantd in timp real in
spatiile accesibile publicului in scopul aplicarii legii este notificatd autorititii relevante de supraveghere a pietei si autoritatii
nationale pentru protectia datelor, in conformitate cu normele nationale mentionate la alineatul (5). Notificarea contine cel
putin informatiile specificate la alineatul (6) si nu include date operationale sensibile.

(5)  Un stat membru poate decide sd prevadd posibilitatea de a autoriza, integral sau partial, utilizarea sistemelor de
identificare biometricd la distantd in timp real in spatiile accesibile publicului in scopul aplicarii legii, in limitele si conditiile
enumerate la alineatul (1) primul paragraf litera (h) si la alineatele (2) si (3). Statul membru in cauzd stabileste in dreptul sdu
intern normele detaliate necesare pentru solicitarea, eliberarea si exercitarea, precum si pentru supravegherea autorizatiilor
mentionate la alineatul (3) si pentru raportarea cu privire la acestea. Normele respective specificd, de asemenea, pentru care
dintre obiectivele enumerate la alineatul (1) primul paragraf litera (h), inclusiv pentru care dintre infractiunile mentionate la
litera (h) punctul (iii) de la alineatul respectiv, pot fi autorizate autoritdtile competente sd utilizeze respectivele sisteme in
scopul aplicdrii legii. Statele membre notificd normele respective Comisiei in termen de cel mult 30 de zile de la adoptarea
acestora. Statele membre pot introduce, in conformitate cu dreptul Uniunii, legi mai restrictive privind utilizarea sistemelor
de identificare biometricd la distanta.

(6)  Autoritatile nationale de supraveghere a pietei si autoritdtile nationale de protectie a datelor din statele membre care
au fost notificate cu privire la utilizarea sistemelor de identificare biometricd la distantd in timp real in spatiile accesibile
publicului in scopul aplicarii legii in temeiul alineatului (4) prezintd Comisiei rapoarte anuale cu privire la utilizarea
respectivd. In acest scop, Comisia furnizeaza statelor membre si autorititilor nationale de supraveghere a pietei si de
protectie a datelor un model, inclusiv informatii privind numarul deciziilor luate de autorititile judiciare competente sau de
o autoritate administrativd independentd a cdrei decizie are efect obligatoriu, in ceea ce priveste cererile de autorizare in
conformitate cu alineatul (3), precum si rezultatul cererilor respective.

(7)  Comisia publicd rapoarte anuale privind utilizarea sistemelor de identificare biometrica la distantd in timp real in
spatiile accesibile publicului in scopul aplicirii legii, pe baza datelor agregate din statele membre din cadrul rapoartelor
anuale mentionate la alineatul (6). Rapoartele anuale respective nu includ date operationale sensibile ale activititilor conexe
de aplicare a legii.

(8)  Prezentul articol nu afecteazd interdictiile care se aplicd in cazul in care o practicd in materie de IA incalcd alte
dispozitii din dreptul Uniunii.

CAPITOLUL III
SISTEME DE IA CU GRAD RIDICAT DE RISC

SECTIUNEA 1

Clasificarea sistemelor de IA ca prezentind un risc ridicat

Articolul 6

Norme de clasificare pentru sistemele de IA cu grad ridicat de risc

(1)  Indiferent daci un sistem de IA este introdus pe piatd sau pus in functiune independent de produsele mentionate la
literele (a) si (b), respectivul sistem de IA este considerat ca prezentdnd un grad ridicat de risc in cazul in care sunt
indeplinite cumulativ urmitoarele doud conditii:

(a) sistemul de IA este destinat a fi utilizat ca o componentd de sigurantd a unui produs sau sistemul de IA este el insusi un
produs care face obiectul legislatiei de armonizare a Uniunii care figureaza in anexa I;

(b) produsul a cdrui componentd de siguranta in temeiul literei (a) este sistemul de IA sau sistemul de IA in sine ca produs
trebuie sd fie supus unei evaludri a conformitatii de citre o tertd parte, in vederea introducerii pe piatd sau a punerii in
functiune a produsului respectiv in temeiul legislatiei de armonizare a Uniunii care figureaza in anexa 1.

(2)  Sistemele de IA mentionate in anexa III sunt considerate, pe 1angi sistemele de IA cu grad ridicat de risc mentionate la
alineatul (1), ca prezentdnd un grad ridicat de risc.
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(3)  Prin derogare de la alineatul (2), un sistem de IA mentionat in anexa IIl nu poate fi considerat ca prezentind un grad
ridicat de risc dacid nu prezint un risc semnificativ de a aduce prejudicii sdnatatii, sigurantei sau drepturilor fundamentale
ale persoanelor fizice, inclusiv prin faptul ¢ nu influenteazd in mod semnificativ rezultatul procesului decizional.

Primul paragraf se aplicd in cazul in care oricare dintre urmatoarele conditii este indeplinita:
(a) sistemul de IA este destinat si indeplineascd o sarcind procedurald restransa;
(b) sistemul de IA este destinat s3 imbundtiteascd rezultatul unei activititi umane finalizate anterior;

(c) sistemul de IA este destinat si depisteze modelele decizionale sau abaterile de la modelele decizionale anterioare si nu
este menit si inlocuiascd sau sd influenteze evaluarea umana finalizatd anterior, fird o revizuire umand adecvatd; sau

(d) sistemul de IA este destinat sd indeplineascd o sarcind pregititoare pentru o evaluare relevantd in scopul cazurilor de
utilizare enumerate in anexa IIL

In pofida primului paragraf, un sistem de IA mentionat in anexa III este intotdeauna considerat ca prezentand un grad
ridicat de risc dacd creeazd profiluri ale persoanelor fizice.

(4)  Orice furnizor care considerd cd un sistem de IA mentionat in anexa IIl nu prezintd un grad ridicat de risc
documenteazd evaluarea sa inainte ca sistemul respectiv si fie introdus pe piatd sau pus in functiune. Furnizorul respectiv
este supus obligatiei de inregistrare prevazute la articolul 49 alineatul (2). La cererea autoritdtilor nationale competente,
furnizorul pune la dispozitie dovezile documentare in sprijinul evaludrii.

(5) Dupd consultarea Consiliului european pentru inteligenta artificiald (denumit in continuare ,Consiliul IA”) si in
termen de cel mult 2 februarie 2026, Comisia furnizeazd orientdri care precizeazd modalitdtile privind punerea in aplicare
practicd a prezentului articol, in conformitate cu articolul 96, impreund cu o listd cuprinzitoare de exemple practice de
cazuri de utilizare a sistemelor de IA care prezintd un grad ridicat de risc si a celor care nu prezintd un grad ridicat de risc.

(6)  Comisia este imputernicitd si adopte acte delegate in conformitate cu articolul 97 pentru a modifica alineatul (3) al
doilea paragraf de la prezentul articol prin addugarea de noi conditii fatd de cele previzute la dispozitia mentionatd sau prin
modificarea acestora, in cazul in care existd dovezi concrete si fiabile ale existentei unor sisteme de IA care intrd in domeniul
de aplicare al anexei III, dar care nu prezintd un risc semnificativ de a aduce prejudicii sanatatii, sigurantei sau drepturilor
fundamentale ale persoanelor fizice.

(7)  Comisia adoptd acte delegate in conformitate cu articolul 97 pentru a modifica alineatul (3) al doilea paragraf de la
prezentul articol prin eliminarea oricareia dintre conditiile prevazute la dispozitia mentionatd, in cazul in care existd dovezi
concrete si fiabile cd acest lucru este necesar in scopul mentinerii nivelului de protectie a sdnatitii, a sigurantei si
a drepturilor fundamentale prevazut in prezentul regulament.

(8)  Orice modificare a conditiilor prevazute la alineatul (3) al doilea paragraf, adoptati in conformitate cu alineatele (6) si
(7) de la prezentul articol, nu reduce nivelul general de protectie a sinitdtii, a sigurantei si a drepturilor fundamentale
previzut in prezentul regulament si asigurd corelarea cu actele delegate adoptate in temeiul articolului 7 alineatul (1) si tine
seama de evolutiile pietei si ale tehnologiei.

Articolul 7

Modificiri ale anexei III

(1)  Comisia este imputernicitd sd adopte acte delegate in conformitate cu articolul 97 pentru a modifica anexa III prin
adiugarea de cazuri de utilizare a sistemelor de IA cu grad ridicat de risc sau prin modificarea unor astfel de cazuri dacd
sunt indeplinite cumulativ urmatoarele doud conditii:

(a) sistemele de IA sunt destinate a fi utilizate in oricare dintre domeniile enumerate in anexa III;

(b) sistemele de IA prezintd un risc de a aduce prejudicii sindtatii si sigurantei sau un risc de impact negativ asupra
drepturilor fundamentale, iar riscul respectiv este echivalent sau mai mare in raport cu riscul de a aduce prejudicii sau
de a provoca un impact negativ prezentat de sistemele de IA cu grad ridicat de risc deja mentionate in anexa IIL
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(2)  Atunci cand evalueazd conditia previzutd la alineatul (1) litera (b), Comisia ia in considerare urmdtoarele criterii:
(a) scopul preconizat al sistemului de 1A;
(b) masura in care a fost utilizat sau este probabil si fie utilizat un sistem de IA;

(c) natura si volumul datelor prelucrate si utilizate de sistemul de IA, in special dacd sunt prelucrate categorii speciale de
date cu caracter personal;

(d) misura in care sistemul de IA actioneazd in mod autonom si posibilitatea ca o persoand sd anuleze o decizie sau
recomanddri care atrag un potential prejudiciu;

(¢) mdsura in care utilizarea unui sistem de IA a adus deja prejudicii sandtatii si sigurantei, a avut un impact negativ asupra
drepturilor fundamentale sau a generat motive de ingrijorare semnificative in ceea ce priveste probabilitatea unor astfel
de prejudicii sau a unui astfel de impact negativ, astfel cum o demonstreazd, de exemplu, rapoartele sau acuzatiile
documentate prezentate autoritdtilor nationale competente sau alte rapoarte, dupd caz;

(f) amploarea potentiald a unor astfel de prejudicii sau a unui astfel de impact negativ, in special in ceea ce priveste
intensitatea i capacitatea sa de a afecta numeroase persoane sau de a afecta in mod disproportionat un anumit grup de
persoane;

(g) mdsura in care persoanele care sunt potential prejudiciate sau afectate de un impact negativ depind de rezultatul produs
cu ajutorul unui sistem de IA, in special deoarece, din motive practice sau juridice, nu este posibil in mod rezonabil s se
renunte la rezultatul respectiv;

(h) masura in care existd un dezechilibru de putere sau persoanele care sunt potential prejudiciate sau afectate de impactul
negativ se afld intr-o pozitie vulnerabild in raport cu implementatorul unui sistem de IA, in special din cauza statutului,
a autoritdtii, a cunostintelor, a circumstantelor economice sau sociale sau a varstei;

(i) mdsura in care rezultatul produs cu implicarea unui sistem de IA este usor de corectat sau reversibil, avandu-se in vedere
solutiile tehnice disponibile pentru corectare sau reversare si dat fiind cd rezultatele care au un impact negativ asupra
sdndtitii, sigurantei sau drepturilor fundamentale nu sunt considerate ca fiind usor de corectat sau reversibile;

() amploarea si probabilitatea beneficiilor implementarii sistemului de IA pentru persoane fizice, grupuri sau societate in
general, inclusiv imbundtatirile posibile ale sigurantei produselor;

(k) masura in care dreptul existent al Uniunii prevede:
(i) masuri reparatorii eficace in legdturd cu riscurile prezentate de un sistem de IA, cu exceptia cererilor de despagubiri;
(i) masuri eficace de prevenire sau de reducere substantiald a acestor riscuri.

(3)  Comisia este imputernicitd sd adopte acte delegate in conformitate cu articolul 97 pentru a modifica lista din
anexa III prin eliminarea de sisteme de IA cu grad ridicat de risc in cazul in care sunt indeplinite cumulativ urmatoarele
doud conditii:

(a) sistemul de IA cu grad ridicat de risc in cauzd nu mai prezintd riscuri semnificative pentru drepturile fundamentale,
sdndtate sau sigurantd, tinind seama de criteriile enumerate la alineatul (2);

(b) eliminarea nu reduce nivelul general de protectie a sdnattii, sigurantei si drepturilor fundamentale in temeiul dreptului
Uniunii.

SECTIUNEA 2

Cerinte pentru sistemele de IA cu grad ridicat de risc

Articolul 8
Respectarea cerintelor
(1)  Sistemele de IA cu grad ridicat de risc respectd cerintele stabilite in prezenta sectiune, tindnd seama de scopul lor

preconizat, precum si de stadiul de avansare general recunoscut al IA si al tehnologiilor conexe IA. Sistemul de gestionare
a riscurilor mentionat la articolul 9 este luat in considerare atunci cand se asigurd respectarea cerintelor respective.
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(2)  In cazul in care un produs contine un sistem de IA ciruia i se aplicd cerintele prezentului regulament, precum si
cerintele din legislatia de armonizare a Uniunii care figureaza in anexa I sectiunea A, furnizorii au responsabilitatea de a se
asigura cd produsul lor respectd pe deplin toate cerintele aplicabile impuse de legislatia aplicabild de armonizare a Uniunii.
Pentru a asigura conformitatea sistemelor de IA cu grad ridicat de risc mentionate la alineatul (1) cu cerintele previzute in
prezenta sectiune §i pentru a asigura coerenta, a evita suprapunerile si a reduce la minimum sarcinile suplimentare,
furnizorii au posibilitatea de a integra, dupd caz, procesele de testare si raportare necesare, informatiile si documentatia pe
care le furnizeaza cu privire la produsul lor in documentatia si procedurile deja existente si sunt impuse in temeiul legislatiei
de armonizare a Uniunii care figureazd in anexa I sectiunea A.

Articolul 9

Sistemul de gestionare a riscurilor

(1)  Se instituie, se pune in aplicare, se documenteaza si se mentine un sistem de gestionare a riscurilor in legdturd cu
sistemele de IA cu grad ridicat de risc.

(2)  Sistemul de gestionare a riscurilor este inteles ca un proces iterativ continuu planificat si derulat pe parcursul
intregului ciclu de viatd al unui sistem de IA cu grad ridicat de risc, necesitind in mod periodic actualizarea si revizuirea
sistematicd. Acesta cuprinde urmdtoarele etape:

(a) identificarea i analiza riscurilor cunoscute si previzibile in mod rezonabil pe care sistemul de IA cu grad ridicat de risc
le poate prezenta pentru sindtate, sigurantd sau drepturile fundamentale atunci cand sistemul de IA cu grad ridicat de
risc este utilizat in conformitate cu scopul preconizat;

(b) estimarea si evaluarea riscurilor care pot apdrea atunci cind sistemul de IA cu grad ridicat de risc este utilizat in
conformitate cu scopul siu preconizat si in conditii de utilizare necorespunzitoare previzibild in mod rezonabil;

(c) evaluarea altor riscuri care ar putea aparea pe baza analizei datelor colectate din sistemul de monitorizare ulterioard
introducerii pe piatd mentionat la articolul 72;

(d) adoptarea unor mdsuri adecvate si specifice de gestionare a riscurilor, concepute pentru a combate riscurile identificate
in temeiul literei (a).

(3)  Prezentul articol se referd numai la riscurile care pot fi atenuate sau eliminate in mod rezonabil prin dezvoltarea sau
proiectarea sistemului de IA cu grad ridicat de risc sau prin furnizarea de informatii tehnice adecvate.

(4)  Mdisurile de gestionare a riscurilor mentionate la alineatul (2) litera (d) tin seama in mod corespunzitor de efectele si
interactiunea posibild care rezultd din aplicarea combinatd a cerintelor prevdzute in prezenta sectiune, in vederea reducerii
la minimum a riscurilor intr-un mod mai eficace, obtindndu-se totodatd un echilibru adecvat in punerea in aplicare
a masurilor de indeplinire a cerintelor respective.

(5)  Mdasurile de gestionare a riscurilor mentionate la alineatul (2) litera (d) sunt de asa natura incat riscul rezidual relevant
asociat fiecdrui pericol, precum si riscul rezidual global al sistemelor de IA cu grad ridicat de risc si fie considerate a fi
acceptabile.

La identificarea celor mai adecvate mésuri de gestionare a riscurilor se asigurd urmatoarele:

(a) eliminarea sau reducerea riscurilor identificate si evaluate in temeiul alineatului (2), in masura in care acest lucru este
fezabil din punct de vedere tehnic prin proiectarea si dezvoltarea adecvatd a sistemului de IA cu grad ridicat de risc;

(b) dupi caz, punerea in aplicare a unor masuri adecvate de atenuare si control pentru combaterea riscurilor care nu pot fi
eliminate;

(c) furnizarea informatiilor necesare in temeiul articolului 13 si, dupd caz, formarea implementatorilor.

In vederea elimindrii sau reducerii riscurilor legate de utilizarea sistemului de IA cu grad ridicat de risc se acordd atentia
cuvenitd cunostintelor tehnice, experientei, educatiei si formdrii preconizate din partea implementatorului, precum si
contextului prezumtiv in care urmeazd si fie utilizat sistemul.
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(6)  Sistemele de IA cu grad ridicat de risc sunt testate in scopul identificdrii celor mai adecvate masuri specifice de
gestionare a riscurilor. Testarea asigurd faptul cd sistemele de IA cu grad ridicat de risc functioneaza intr-un mod coerent cu
scopul preconizat si cd sunt conforme cu cerintele stabilite in prezenta sectiune.

(7)  Procedurile de testare pot include testarea in conditii reale, in conformitate cu articolul 60.

(8)  Testarea sistemelor de IA cu grad ridicat de risc se efectueazd, dupd caz, in orice moment pe parcursul procesului de
dezvoltare si, in orice caz, inainte de introducerea pe piatd sau de punerea in functiune a acestora. Testarea se efectueazd pe
baza unor indicatori §i a unor praguri probabilistice definite in prealabil, care sunt adecvate scopului preconizat al
sistemului de TA cu grad ridicat de risc.

(9)  La punerea in aplicare a sistemului de gestionare a riscurilor descris la alineatele (1)-(7), furnizorii analizeazd dacd,
avand in vedere scopul sdu preconizat, sistemul de IA cu grad ridicat de risc este susceptibil sd aibd un impact negativ asupra
persoanelor cu varsta sub 18 ani si, dupd caz, asupra altor grupuri vulnerabile.

(10)  Pentru furnizorii de sisteme de IA cu grad ridicat de risc care fac obiectul unor cerinte privind procesele interne de
gestionare a riscurilor in temeiul altor dispozitii relevante din dreptul Uniunii, aspectele descrise la alineatele (1)-(9) pot face
parte din procedurile de gestionare a riscurilor stabilite in temeiul legislatiei respective sau pot fi combinate cu acestea.

Articolul 10

Datele si guvernanta datelor

(1)  Sistemele de IA cu grad ridicat de risc care utilizeazd tehnici ce implicd antrenarea de modele de IA cu date se
dezvoltd pe baza unor seturi de date de antrenament, de validare si de testare care indeplinesc criteriile de calitate
mentionate la alineatele (2)-(5) ori de cate ori sunt utilizate astfel de seturi de date.

(2)  Seturile de date de antrenament, de validare si de testare fac obiectul unor practici de guvernantd si gestionare
a datelor adecvate scopului preconizat al sistemului de IA cu grad ridicat de risc. Practicile respective se referd in special la:

(a) optiunile de proiectare relevante;

(b) procesele de colectare a datelor si originea datelor, iar in cazul datelor cu caracter personal, scopul initial al colectarii
datelor;

(c) operatiunile relevante de prelucrare in vederea pregatirii datelor, cum ar fi adnotarea, etichetarea, curdtarea, actualizarea,
imbogitirea si agregarea;

(d) formularea unor ipoteze, in special in ceea ce priveste informatiile pe care datele ar trebui si le misoare si s3 le
reprezinte;

(e) o evaluare a disponibilitdtii, a cantitdtii si a adecvdrii seturilor de date necesare;

(f) examinarea in vederea identificirii unor posibile prejudeciti care sunt susceptibile sd afecteze sdndtatea si siguranta
persoanelor, sd aibd un impact negativ asupra drepturilor fundamentale sau sd conducd la o discriminare interzisi in
temeiul dreptului Uniunii, in special in cazul in care datele de iesire influenteazd datele de intrare pentru operatiunile
viitoare;

(g) mdsuri adecvate pentru detectarea, prevenirea i atenuarea posibilelor prejudeciti identificate in conformitate cu litera

(f);

(h) identificarea lacunelor sau a deficientelor relevante in materie de date care impiedicd conformitatea cu prezentul
regulament si a modului in care acestea pot fi abordate.

(3)  Seturile de date de antrenament, de validare si de testare sunt relevante, suficient de reprezentative, si pe cat posibil,
fard erori si complete, avand in vedere scopul preconizat. Acestea au proprietitile statistice corespunzitoare, inclusiv, dupa
caz, in ceea ce priveste persoanele sau grupurile de persoane in legdturd cu care se intentioneazd sd fie utilizat sistemul de IA
cu grad ridicat de risc. Caracteristicile respective ale seturilor de date pot fi indeplinite la nivelul seturilor de date individuale
sau la nivelul unei combinatii a acestora.

(4)  Seturile de date iau in considerare, in misura impusi de scopul preconizat, caracteristicile sau elementele specifice
cadrului geografic, contextual, comportamental sau functional specific in care este destinat si fie utilizat sistemul de IA cu
grad ridicat de risc.
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(5)  In misura in care acest lucru este strict necesar pentru a asigura detectarea si corectarea prejudecitilor in legiturd cu
sistemele de IA cu grad ridicat de risc in conformitate cu alineatul (2) literele (f) si (g) de la prezentul articol, furnizorii de
astfel de sisteme pot prelucra in mod exceptional categoriile speciale de date cu caracter personal, sub rezerva unor garantii
adecvate pentru drepturile si libertitile fundamentale ale persoanelor fizice. in plus fatd de dispozitiile previzute de
Regulamentele (UE) 2016/679 si (UE) 2018/1725 si de Directiva (UE) 2016/680, pentru ca o astfel de prelucrare si aibd
loc, trebuie s fie respectate toate conditiile urmatoare:

(a) depistarea si corectarea prejudecdtilor nu poate fi realizatd in mod eficace prin prelucrarea altor date, inclusiv a datelor
sintetice sau anonimizate;

(b) categoriile speciale de date cu caracter personal fac obiectul unor limitdri tehnice privind reutilizarea datelor cu caracter
personal si al unor masuri avansate de securitate si de protectie a vietii private, inclusiv pseudonimizarea;

(c) categoriile speciale de date cu caracter personal fac obiectul unor misuri prin care si se asigure ci datele cu caracter
personal prelucrate sunt securizate si protejate, sub rezerva unor garantii adecvate, inclusiv controale stricte si
documentarea accesului, pentru a se evita utilizarea necorespunzitoare si pentru a se asigura ¢ numai persoanele
autorizate cu obligatii de confidentialitate corespunzitoare au acces la aceste date cu caracter personal;

(d) categoriile speciale de date cu caracter personal nu trebuie si fie transmise, transferate sau accesate in alt mod de citre
alte parti;

(e) categoriile speciale de date cu caracter personal sunt sterse dupd corectarea prejudecitilor sau dupd ce datele cu caracter
personal au ajuns la sfarsitul perioadei lor de péstrare, in functie de care dintre acestea survine mai intai;

(f) evidentele activitdtilor de prelucrare in temeiul Regulamentelor (UE) 2016/679 si (UE) 2018/1725 si al Directivei (UE)
2016/680 includ motivele pentru care a fost strict necesard prelucrarea unor categorii speciale de date cu caracter
personal pentru a depista si a corecta prejudecdtile si motivele pentru care acest obiectiv nu putea fi realizat prin
prelucrarea altor date.

(6)  Pentru dezvoltarea sistemelor de 1A cu grad ridicat de risc care nu utilizeaza tehnici care implicd antrenarea de
modele de IA, alineatele (2)-(5) se aplici numai seturilor de date de testare.

Articolul 11

Documentatia tehnicd

(1)  Documentatia tehnicd a unui sistem de IA cu grad ridicat de risc se intocmeste inainte ca sistemul respectiv sd fie
introdus pe piatd sau pus in functiune si se actualizeazd.

Documentatia tehnicd se intocmeste astfel incit si demonstreze i sistemul de IA cu grad ridicat de risc respectd cerintele
previzute in prezenta sectiune si sd furnizeze autorititilor nationale competente si organismelor notificate informatiile
necesare intr-un mod clar i cuprinzitor, pentru a evalua conformitatea sistemului de IA cu cerintele respective. Aceasta
contine cel putin elementele previzute in anexa IV. IMM-urile, inclusiv intreprinderile nou-infiintate, pot furniza intr-o
manierd simplificatd elementele documentatiei tehnice specificate in anexa IV. In acest scop, Comisia stabileste un formular
simplificat de documentatie tehnica care vizeazi nevoile intreprinderilor mici si ale microintreprinderilor. In cazul in care
IMM-urile, inclusiv intreprinderile nou-infiintate, opteazd si furnizeze informatiile solicitate in anexa IV intr-o manierd
simplificatd, acestea utilizeazd formularul mentionat la prezentul alineat. Organismele notificate acceptd formularul in
scopul evaludrii conformitatii.

(2)  In cazul in care este introdus pe piatd sau pus in functiune un sistem de IA cu grad ridicat de risc legat de un produs
care face obiectul actelor legislative de armonizare ale Uniunii care figureazd in anexa I sectiunea A, se intocmeste o singurd
documentatie tehnicd ce contine toate informatiile previzute la alineatul (1), precum si informatiile necesare in temeiul
respectivelor acte juridice.

(3)  Comisia este imputernicitd si adopte acte delegate in conformitate cu articolul 97 pentru a modifica anexa IV, atunci
cand este necesar, pentru a se asigura cd, avind in vedere progresul tehnic, documentatia tehnicd furnizeazd toate
informatiile necesare pentru evaluarea conformitdtii sistemului cu cerintele previzute in prezenta sectiune.
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Articolul 12

Pistrarea evidentelor

(1)  Sistemele de IA cu grad ridicat de risc permit din punct de vedere tehnic inregistrarea automati a evenimentelor
(fisiere de jurnalizare) de-a lungul duratei de viatd a sistemului.

(2)  Pentru a asigura un nivel de trasabilitate a functiondrii sistemului de IA cu grad ridicat de risc care si fie adecvat
scopului preconizat al sistemului, capabilititile de jurnalizare permit inregistrarea evenimentelor relevante pentru:

(a) identificarea situatiilor care pot avea ca rezultat faptul ci sistemul de IA cu grad ridicat de risc prezinta un risc in sensul
articolului 79 alineatul (1) sau care pot conduce la o modificare substantiald;

(b) facilitarea monitorizarii ulterioare introducerii pe piatd mentionate la articolul 72; si
(c) monitorizarea functiondrii sistemelor de IA cu grad ridicat de risc mentionate la articolul 26 alineatul (5).

(3) In cazul sistemelor de IA cu grad ridicat de risc mentionate in anexa Il punctul 1 litera (a), capabilititile de
jurnalizare furnizeazd cel putin:

(a) inregistrarea perioadei fiecdrei utilizari a sistemului (data si ora de incepere, precum si data si ora de incheiere a fiecarei
utilizari);
(b) baza de date de referintd in raport cu care au fost verificate de sistem datele de intrare;

(c) datele de intrare pentru care cdutarea a generat o concordantd;

(d) identificarea persoanelor fizice implicate in verificarea rezultatelor, astfel cum se mentioneazd la articolul 14
alineatul (5).

Articolul 13

Transparenta si furnizarea de informatii implementatorilor

(1)  Sistemele de IA cu grad ridicat de risc sunt proiectate si dezvoltate astfel incat si se asigure cd functionarea lor este
suficient de transparentd pentru a permite implementatorilor si interpreteze rezultatele sistemului si sa le utilizeze in mod
corespunzator. Se asigurd un tip si un grad adecvat de transparentd, in vederea respectdrii obligatiilor relevante ale
furnizorului si ale implementatorului previzute in sectiunea 3.

(2)  Sistemele de IA cu grad ridicat de risc sunt insotite de instructiuni de utilizare intr-un format digital adecvat sau in alt
tip de format adecvat, care includ informatii concise, complete, corecte si clare care sunt relevante, accesibile si usor de
inteles pentru implementatori.

(3)  Instructiunile de utilizare contin cel putin urmitoarele informatii:

(a) identitatea si datele de contact ale furnizorului si, dupd caz, ale reprezentantului sdu autorizat;

(b) caracteristicile, capabilitdtile si limitdrile performantei sistemului de IA cu grad ridicat de risc, inclusiv:
(i) scopul siu preconizat;

(ii) nivelul de acuratete, inclusiv indicatorii sdi, de robustete si de securitate ciberneticd mentionat la articolul 15 in
raport cu care sistemul de IA cu grad ridicat de risc a fost testat si validat si care poate fi preconizat, precum si orice
circumstantd cunoscutd si previzibild care ar putea avea un impact asupra nivelului preconizat de acuratete,
robustete si securitate ciberneticg;

(ili) orice circumstantd cunoscutd sau previzibild legatd de utilizarea sistemului de IA cu grad ridicat de risc in
conformitate cu scopul sdu preconizat sau in conditii de utilizare necorespunzitoare previzibild in mod rezonabil,
care poate conduce la riscurile pentru sindtate si sigurantd sau pentru drepturile fundamentale mentionate la
articolul 9 alineatul (2);

(iv) dupa caz, capabilititile si caracteristicile tehnice ale sistemului de IA cu grad ridicat de risc de a furniza informatii
relevante pentru explicarea rezultatelor sale;
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(v) dupd caz, performantele sale in ceea ce priveste anumite persoane sau grupuri de persoane in legiturd cu care este
destinat sd fie utilizat sistemul;

(vi) dupi caz, specificatiile pentru datele de intrare sau orice altd informatie relevanti in ceea ce priveste seturile de date
de antrenament, de validare si de testare utilizate, tindind seama de scopul preconizat al sistemului de IA cu grad
ridicat de risc;

(vii) dupd caz, informatii care sd le permitd implementatorilor s interpreteze rezultatele sistemului de IA cu grad ridicat
de risc si sd le utilizeze in mod corespunzitor;

(c) modificarile aduse sistemului de IA cu grad ridicat de risc si performantei acestuia care au fost predeterminate de catre
furnizor la momentul evaludrii initiale a conformitatii, dacd este cazul;

(d) masurile de supraveghere umand mentionate la articolul 14, inclusiv mdsurile tehnice instituite pentru a facilita
interpretarea rezultatelor sistemelor de IA cu grad ridicat de risc de citre implementatori;

(e) resursele de calcul si resursele hardware necesare, durata de viatd preconizatd a sistemului de 1A cu grad ridicat de risc si
orice mdsuri de intretinere si de ingrijire, inclusiv frecventa lor, necesare pentru a asigura functionarea corespunzitoare
a sistemului de TA respectiv, inclusiv in ceea ce priveste actualizdrile software-ului;

(f) dupa caz, o descriere a mecanismelor incluse in sistemul de IA cu grad ridicat de risc care sd permitd implementatorilor
sd colecteze, sd stocheze si si interpreteze in mod corespunzdtor fisierele de jurnalizare in conformitate cu articolul 12.

Articolul 14

Supravegherea umand

(1)  Sistemele de IA cu grad ridicat de risc sunt proiectate si dezvoltate astfel incat, prin includerea de instrumente
adecvate de interfatd om-masing, sd poatd fi supravegheate in mod eficace de citre persoane fizice in perioada in care sunt
utilizate.

(2)  Supravegherea umand are ca scop prevenirea sau reducerea la minimum a riscurilor pentru sindtate, sigurantd sau
pentru drepturile fundamentale, care pot apdrea atunci cind un sistem de IA cu grad ridicat de risc este utilizat in
conformitate cu scopul sdu preconizat sau in conditii de utilizare necorespunzdtoare previzibild in mod rezonabil, in special
in cazurile in care astfel de riscuri persistd in pofida aplicdrii altor cerinte previzute in prezenta sectiune.

(3)  Mdsurile de supraveghere sunt proportionale cu riscurile specifice, cu nivelul de autonomie si cu contextul utilizarii
sistemului de IA cu grad ridicat de risc i se asigurd fie prin unul dintre urmatoarele tipuri de masuri, fie prin ambele:

(a) mdsuri identificate si incorporate, atunci cand este fezabil din punct de vedere tehnic, in sistemul de IA cu grad ridicat de
risc de cdtre furnizor inainte ca acesta sa fie introdus pe piatd sau pus in functiune;

(b) masuri identificate de furnizor inainte de introducerea pe piatd sau punerea in functiune a sistemului de IA cu grad
ridicat de risc si care sunt adecvate pentru a fi puse in aplicare de implementator.

(4)  In scopul punerii in aplicare a alineatelor (1), (2) si (3), sistemul de IA cu grad ridicat de risc este pus la dispozitia
implementatorului astfel incat persoanelor fizice cdrora li se incredinteaza supravegherea umand si li se permitd, in functie
de urmdtoarele si proportional cu acestea:

(a) sdinteleagd in mod corespunzdtor capacititile si limitarile relevante ale sistemului de IA cu grad ridicat de risc si s fie in
mdsurd si monitorizeze in mod corespunzdtor functionarea acestuia, inclusiv in vederea depistdrii si abordarii
anomaliilor, disfunctionalititilor §i performantelor neasteptate;

(b) sd rimand constiente de posibila tendintd de a se baza in mod automat sau excesiv pe rezultatele obtinute de un sistem
de TA cu grad ridicat de risc (prejudeciti legate de automatizare), in special in cazul sistemelor de IA cu grad ridicat de
risc utilizate pentru a furniza informatii sau recomandari pentru deciziile care urmeaza sa fie luate de persoanele fizice;

(c) sd interpreteze corect rezultatele sistemului de IA cu grad ridicat de risc, tindnd seama, de exemplu, de instrumentele si
metodele de interpretare disponibile;
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(d) sd decida, in orice situatie anume, sd nu utilizeze sistemul de IA cu grad ridicat de risc sau sa ignore, sd anuleze sau si
inverseze rezultatele sistemului de IA cu grad ridicat de risc;

(e) sd intervind in functionarea sistemului de IA cu grad ridicat de risc sau sd intrerupd sistemul prin intermediul unui
buton ,stop” sau al unei proceduri similare care sd permitd sistemului sd se opreascd in conditii de siguranta.

(5)  In cazul sistemelor de IA cu grad ridicat de risc mentionate in anexa IIl punctul 1 litera (a), misurile mentionate la
alineatul (3) de la prezentul articol sunt de asa naturd incat sa asigure cd, in plus, implementatorul nu ia nicio masurd sau
decizie pe baza identificarii care rezultd din sistem, cu exceptia cazului in care identificarea respectiva a fost verificatd si
confirmatd separat de cel putin doud persoane fizice care au competenta, pregitirea si autoritatea necesare.

Cerinta unei verificdri separate de cdtre cel putin doud persoane fizice nu se aplicd sistemelor de IA cu grad ridicat de risc
utilizate in scopul aplicdrii legii sau in domeniul imigratiei, al controlului la frontiere ori al azilului, in cazurile in care
dreptul Uniunii sau dreptul intern considerd ci aplicarea acestei cerinte este disproportionatd.

Articolul 15

Acuratete, robustete si securitate ciberneticd

(1)  Sistemele de IA cu grad ridicat de risc sunt concepute si dezvoltate astfel incat sd atingd un nivel adecvat de acuratete,
robustete si securitate ciberneticd si si functioneze in mod consecvent in aceste privinte pe parcursul intregului lor ciclu de
viatd.

(2)  Pentru a aborda aspectele tehnice ale modului de masurare a nivelurilor adecvate de acuratete si robustete previzute
la alineatul (1) si orice alti indicatori de performanti relevanti, Comisia, in cooperare cu pdr{i interesate si organizatii
relevante precum autoritdtile din domeniul metrologiei i al etalondrii incurajeazd, dupd caz, elaborarea de valori de
referintd si metodologii de mdsurare.

(3)  Nivelurile de acuratete si indicatorii de acuratete relevanti ai sistemelor de TA cu grad ridicat de risc se declard in
instructiunile de utilizare aferente.

(4)  Sistemele de IA cu grad ridicat de risc sunt cit mai reziliente posibil in ceea ce priveste erorile, defectiunile sau
incoerentele care pot apdrea in cadrul sistemului sau in mediul in care functioneazd sistemul, in special din cauza
interactiunii lor cu persoane fizice sau cu alte sisteme. Se iau masuri tehnice si organizatorice in acest sens.

Robustetea sistemelor de IA cu grad ridicat de risc poate fi asiguratd prin solutii tehnice redundante, care pot include planuri
de rezerva sau de functionare in caz de avarie.

Sistemele de IA cu grad ridicat de risc care continud s invete dupd ce au fost introduse pe piatd sau puse in functiune sunt
dezvoltate astfel incat sd elimine sau sd reducd pe cat posibil riscul ca eventuale rezultate distorsionate de prejudeciti sd
influenteze datele de intrare pentru operatiunile viitoare (bucle de feedback) si sd se asigure ci orice astfel de bucle de
feedback sunt abordate in mod corespunzdtor prin misuri de atenuare adecvate.

(5)  Sistemele de IA cu grad ridicat de risc sunt reziliente in ceea ce priveste incercdrile unor parti terte neautorizate de
a le modifica utilizarea, rezultatele sau performanta prin exploatarea vulnerabilititilor sistemului.

Solutiile tehnice menite sd asigure securitatea cibernetici a sistemelor de IA cu grad ridicat de risc sunt adecvate
circumstantelor relevante si riscurilor.

Solutiile tehnice pentru abordarea vulnerabilitatilor specifice ale IA includ, dupd caz, mdsuri de prevenire, depistare,
rdspuns, solutionare si control in privinta atacurilor ce vizeazd manipularea setului de date de antrenament (otrdvirea
datelor) sau a componentelor preantrenate utilizate la antrenament (otrdvirea modelelor), a datelor de intrare concepute si
determine modelul de TA si facd o greseald (exemple contradictorii sau eludarea modelelor), a atacurilor la adresa
confidentialitdtii sau a defectelor modelului.
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SECTIUNEA 3

Obligatiile furnizorilor si implementatorilor de sisteme de IA cu grad ridicat de risc si ale altor parti

Articolul 16

Obligatiile furnizorilor de sisteme de IA cu grad ridicat de risc
Furnizorii de sisteme de IA cu grad ridicat de risc:
(a) se asigurd cd sistemele lor de IA cu grad ridicat de risc respectd cerintele previzute in sectiunea 2;

(b) indicd pe sistemul de IA cu grad ridicat de risc sau, in cazul in care acest lucru nu este posibil, pe ambalaj sau in
documentele care 1l insotesc, dupd caz, numele lor, denumirea lor comerciald inregistratd sau marca lor inregistrata,
adresa la care pot fi contactati;

(c) dispun de un sistem de management al calitatii in conformitate cu articolul 17;
(d) péstreazd documentatia mentionatd la articolul 18;

(e) atunci cand acestea se afld sub controlul lor, pastreaza fisierele de jurnalizare generate automat de sistemele lor de IA cu
grad ridicat de risc mentionate la articolul 19;

(f) se asigurd cd sistemul de IA cu grad ridicat de risc este supus procedurii relevante de evaluare a conformitatii mentionatd
la articolul 43, inainte de introducerea sa pe piatd sau de punerea sa in functiune;

(g) elaboreazd o declaratie de conformitate UE in conformitate cu articolul 47;

(h) aplicd marcajul CE pe sistemul de IA cu grad ridicat de risc sau, in cazul in care acest lucru nu este posibil, pe ambalajul
sau in documentatia sa insotitoare, pentru a indica conformitatea cu prezentul regulament, in conformitate cu
articolul 48;

(i) respectd obligatiile de inregistrare mentionate la articolul 49 alineatul (1);
() iau masurile corective necesare si furnizeazd informatiile prevazute la articolul 20;

(k) la cererea motivatd a unei autorititi nationale competente, demonstreazd conformitatea sistemului de IA cu grad ridicat
de risc cu cerintele previzute in sectiunea 2;

() se asigurd cd sistemul de IA cu grad ridicat de risc respectd cerintele de accesibilitate, in conformitate cu Directivele (UE)
2016/2102 si (UE) 2019/882.

Articolul 17
Sistemul de management al calitatii
(1)  Furnizorii de sisteme de IA cu grad ridicat de risc instituie un sistem de management al calitdtii care asigurd

conformitatea cu prezentul regulament. Acest sistem este documentat in mod sistematic si ordonat sub forma de politici,
proceduri si instructiuni scrise si include cel putin urmatoarele aspecte:

(a) o strategie pentru conformitatea cu reglementdrile, inclusiv conformitatea cu procedurile de evaluare a conformitatii si
cu procedurile de gestionare a modificdrilor aduse sistemului de IA cu grad ridicat de risc;

(b) tehnicile, procedurile si actiunile sistematice care trebuie utilizate pentru proiectarea, controlul proiectdrii si verificarea
proiectdrii sistemului de IA cu grad ridicat de risc;

(c) tehnicile, procedurile si actiunile sistematice care trebuie utilizate pentru dezvoltarea, controlul calitdtii i asigurarea
calitatii sistemului de IA cu grad ridicat de risc;

(d) procedurile de examinare, testare si validare care trebuie efectuate inainte, in timpul si dupd dezvoltarea sistemului de
IA cu grad ridicat de risc, precum si frecventa cu care acestea trebuie efectuate;
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(e) specificatiile tehnice, inclusiv standardele, care trebuie aplicate si, in cazul in care standardele armonizate relevante nu
sunt aplicate integral sau nu vizeazd toate cerintele relevante previzute in sectiunea 2, mijloacele care trebuie utilizate
pentru a se asigura cd sistemul de IA cu grad ridicat de risc respectd cerintele respective;

(f) sisteme si proceduri pentru gestionarea datelor, inclusiv obtinerea datelor, colectarea datelor, analiza datelor, etichetarea
datelor, stocarea datelor, filtrarea datelor, extragerea datelor, agregarea datelor, pdstrarea datelor si orice altd operatiune
privind datele care este efectuatd inainte si in scopul introducerii pe piatd sau al punerii in functiune a sistemelor de IA
cu grad ridicat de risc;

(g) sistemul de gestionare a riscurilor mentionat la articolul 9;

(h) instituirea, implementarea si intretinerea unui sistem de monitorizare ulterioard introducerii pe piatd, in conformitate
cu articolul 72;

(i) procedurile legate de raportarea unui incident grav in conformitate cu articolul 73;

() gestionarea comunicdrii cu autoritdtile nationale competente, cu alte autoritdti relevante, inclusiv cu cele care
furnizeaza sau sprijind accesul la date, cu organismele notificate, cu alti operatori, cu clienti sau cu alte parti interesate;

(k) sisteme si proceduri pentru pastrarea evidentelor tuturor documentelor si informatiilor relevante;
(I) gestionarea resurselor, inclusiv masurile legate de securitatea aprovizionarii;

(m) un cadru de asigurare a raspunderii care stabileste responsabilititile cadrelor de conducere si ale altor categorii de
personal in ceea ce priveste toate aspectele enumerate la prezentul alineat.

(2)  Punerea in aplicare a aspectelor mentionate la alineatul (1) este proportionald cu dimensiunea organizatiei
furnizorului. Furnizorii respectd, indiferent de situatie, gradul de precizie si nivelul de protectie necesare pentru a asigura
conformitatea cu prezentul regulament a sistemelor lor de IA cu grad ridicat de risc.

(3)  Furnizorii de sisteme de IA cu grad ridicat de risc care fac obiectul unor obligatii in ceea ce priveste sistemele de
management al calitdtii sau o functie echivalentd a acestora in temeiul dreptului sectorial relevant al Uniunii pot include
aspectele descrise la alineatul (1) ca parte din sistemele de management al calitdtii stabilite in temeiul dreptului respectiv.

(4)  In cazul furnizorilor care sunt institutii financiare supuse unor cerinte privind guvernanta intern, misurile sau
procesele interne in temeiul dreptului Uniunii din domeniul serviciilor financiare, se considerd ci obligatia de instituire
a unui sistem de management al calititii, cu exceptia alineatului (1) literele (g), (h) si (i) de la prezentul articol, este
indeplinitd prin respectarea normelor privind masurile sau procesele de guvernantd internd in temeiul dreptului relevant al
Uniunii din domeniul serviciilor financiare. In acest scop, se tine seama de toate standardele armonizate mentionate la
articolul 40.

Articolul 18

Pistrarea evidentelor

(1)  Pentru o perioadd de 10 ani dupd introducerea pe piatd sau punerea in functiune a sistemului de IA cu grad ridicat de
risc, furnizorul pdstreazd la dispozitia autorititilor nationale competente:

(a) documentatia tehnicd mentionatd la articolul 11;

(b) documentatia privind sistemul de management al calitdtii mentionati la articolul 17;
(c) documentatia privind modificirile aprobate de organismele notificate, dupd caz;

(d) deciziile si alte documente emise de organismele notificate, dupa caz;

(e) declaratia de conformitate UE prevazutd la articolul 47.
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(2)  Fiecare stat membru stabileste conditiile in care documentatia mentionatd la alineatul (1) rdmane la dispozitia
autoritatilor nationale competente pentru perioada indicatd la alineatul respectiv pentru cazurile in care un furnizor sau
reprezentantul autorizat al acestuia stabilit pe teritoriul sdu intrd in faliment sau isi inceteazd activitatea inainte de sfarsitul
perioadei respective.

(3)  Furnizorii care sunt institutii financiare supuse unor cerinte privind guvernanta internd, masurile sau procesele lor
interne in temeiul dreptului Uniunii din domeniul serviciilor financiare péstreazd documentatia tehnicd ca parte
a documentatiei pastrate in temeiul dreptului relevant al Uniunii din domeniul serviciilor financiare.

Articolul 19

Fisiere de jurnalizare generate automat

(1)  Furnizorii de sisteme de IA cu grad ridicat de risc pastreazi fisierele de jurnalizare mentionate la articolul 12 alineatul
(1), generate automat de sistemele de IA cu grad ridicat de risc ale acestora, in mdsura in care astfel de fisiere de jurnalizare
se afld sub controlul lor. Fird a aduce atingere dreptului Uniunii sau dreptului intern aplicabil, fisiere de jurnalizare se
pastreazd pentru o perioadd adecvatd scopului preconizat al sistemului de 1A cu grad ridicat de risc, de cel putin sase luni,
cu exceptia cazului in care se prevede altfel in dreptul Uniunii sau in dreptul intern aplicabil, in special in dreptul Uniunii
privind protectia datelor cu caracter personal.

(2)  Furnizorii care sunt institutii financiare supuse unor cerinte privind guvernanta lor internd, masurile sau procesele
lor interne in temeiul dreptului Uniunii din domeniul serviciilor financiare pastreazd fisierele de jurnalizare generate
automat de sistemele lor de IA cu grad ridicat de risc ca parte a documentatiei pastrate in temeiul dreptului relevant din
domeniul serviciilor financiare.

Articolul 20

Masuri corective si obligatia de informare

(1)  Furnizorii de sisteme de IA cu grad ridicat de risc care considerd sau au motive sd considere cd un sistem de IA cu
grad ridicat de risc pe care l-au introdus pe piatd ori pe care l-au pus in functiune nu este in conformitate cu prezentul
regulament intreprind imediat masurile corective necesare pentru ca sistemul si fie adus in conformitate sau si fie retras,
dezactivat sau rechemat, dupd caz. Acestia informeazd in acest sens distribuitorii sistemului de IA cu grad ridicat de risc in
cauzd si, dacd este cazul, implementatorii, reprezentantul autorizat si importatorii.

(2)  In cazul in care sistemul de IA cu grad ridicat de risc prezintd un risc in sensul articolului 79 alineatul (1), iar
furnizorul ia cunostintd de riscul respectiv, acesta investigheazd imediat cauzele, in colaborare cu implementatorul care
efectueazd raportarea, dupd caz, si informeaza autoritdtile de supraveghere a pietei competente pentru sistemul de IA cu
grad ridicat de risc in cauzd si, dupd caz, organismul notificat care a eliberat un certificat pentru sistemul de 1A cu grad
ridicat de risc respectiv in conformitate cu articolul 44, in special cu privire la natura neconformitatii si la orice masurd
corectivd relevantd intreprinsd.

Articolul 21

Cooperarea cu autorititile competente

(1)  La cererea motivatd a unei autorititi competente, furnizorii de sisteme de IA cu grad ridicat de risc furnizeaza
autoritdtii respective toate informatiile si documentatia necesare pentru a demonstra conformitatea sistemului de IA cu grad
ridicat de risc cu cerintele previzute in sectiunea 2, intr-o limb3 care poate fi usor inteleasd de citre autoritatea respectiva si
care este una dintre limbile oficiale ale institutiilor Uniunii, astfel cum sunt indicate de statul membru in cauza.

(2)  La cererea motivatd a unei autoritdti competente, furnizorii acordd, de asemenea, autorititii competente solicitante,
dupd caz, acces la fisierele de jurnalizare generate automat ale sistemului de IA cu grad ridicat de risc mentionate la
articolul 12 alineatul (1), in mdsura in care respectivele fisiere de jurnalizare se afld sub controlul lor.

(3)  Toate informatiile obtinute de autorititile competente in temeiul prezentului articol sunt tratate in conformitate cu
obligatiile de confidentialitate prevdzute la articolul 78.
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Articolul 22

Reprezentantii autorizati ai furnizorilor de sisteme de IA cu grad ridicat de risc

(1) TInainte de a-si pune la dispozitie sistemele de IA cu grad ridicat de risc pe piata Uniunii, furnizorii stabiliti in tari terte
desemneazd, prin mandat scris, un reprezentant autorizat care este stabilit in Uniune.

(2)  Furnizorul permite reprezentantului siu autorizat sd indeplineascd sarcinile previzute in mandatul primit de la
furnizor.

(3)  Reprezentantul autorizat indeplineste sarcinile prevdzute in mandatul primit de la furnizor. Acesta furnizeazd
autorititilor de supraveghere a pietei, la cerere, o copie a mandatului, intr-una din limbile oficiale ale institutiilor Uniunii,
astfel cum este indicatd de autoritatea competentd. In sensul prezentului regulament, mandatul il autorizeazd pe
reprezentantul autorizat sd indeplineascd urmatoarele sarcini:

(a) sd verifice dacd au fost intocmite declaratia de conformitate UE mentionatd la articolul 47 si documentatia tehnicd
mentionatd la articolul 11 si dacd furnizorul a desfisurat o procedurd corespunzdtoare de evaluare a conformitatii;

C>

sd pastreze la dispozitia autoritatilor competente si a autoritdtilor sau organismelor nationale mentionate la articolul 74
alineatul (10), pentru o perioadd de 10 ani de la introducerea pe piatd sau punerea in functiune a sistemului de IA cu
grad ridicat de risc, datele de contact ale furnizorului care a desemnat reprezentantul autorizat, o copie a declaratiei de
conformitate UE mentionatd la articolul 47, documentatia tehnica si, daca este cazul, certificatul eliberat de organismul
notificat;

(c) sd furnizeze unei autoritdti competente, pe baza unei cereri motivate, toate informatiile si documentatia, inclusiv cele
mentionate la litera (b) de la prezentul paragraf, necesare pentru a demonstra conformitatea unui sistem de IA cu grad
ridicat de risc cu cerintele prevdzute in sectiunea 2, inclusiv accesul la fisierele de jurnalizare, astfel cum sunt mentionate
la articolul 12 alineatul (1), generate automat de sistemul de IA cu grad ridicat de risc, in mdsura in care aceste fisiere de
jurnalizare se afld sub controlul furnizorului;

(d) sd coopereze cu autorititile competente, in urma unei cereri motivate, cu privire la orice actiune intreprins de acestea
din urmd in legiturd cu sistemul de IA cu grad ridicat de risc, in special pentru a reduce si a atenua riscurile prezentate
de sistemul de IA cu grad ridicat de risc;

(e) dupd caz, sd respecte obligatiile de inregistrare mentionate la articolul 49 alineatul (1) sau, dacd inregistrarea este
efectuatd chiar de furnizor, sd se asigure cd informatiile mentionate la sectiunea A punctul 3 din anexa VIII sunt corecte.

Mandatul imputerniceste reprezentantul autorizat sd fie contactat, in afara sau in locul furnizorului, de citre autoritatile
competente, cu referire la toate aspectele legate de asigurarea conformititii cu prezentul regulament.

(4)  Reprezentantul autorizat isi reziliazd mandatul daci considerd sau are motive sd considere ¢i furnizorul actioneazi
contrar obligatiilor care i revin in temeiul prezentului regulament. Intr-un astfel de caz, el informeazi imediat autoritatea
relevantd de supraveghere a pietei, precum si, dupd caz, organismul notificat relevant, cu privire la rezilierea mandatului si
la motivele acesteia.

Articolul 23

Obligatiile importatorilor

(1)  TInainte de introducerea pe piatd a unui sistem de IA cu grad ridicat de risc, importatorii unui astfel de sistem se
asigurd ca sistemul este in conformitate cu prezentul regulament, verificind daci:

(a) procedura relevantd de evaluare a conformititii mentionatd la articolul 43 a fost efectuatd de furnizorul sistemului de IA
cu grad ridicat de risc;

(b) furnizorul a intocmit documentatia tehnicd in conformitate cu articolul 11 si cu anexa IV;

(c) sistemul poartd marcajul CE necesar si este insotit de declaratia de conformitate UE mentionatd la articolul 47 si de
instructiunile de utilizare;

(d) furnizorul a desemnat un reprezentant autorizat in conformitate cu articolul 22 alineatul (1).
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(2)  In cazul in care un importator are suficiente motive si considere ci un sistem de IA cu grad ridicat de risc nu este in
conformitate cu prezentul regulament, sau este falsificat ori insotit de o documentatie falsificatd, acesta nu introduce
sistemul respectiv pe piatd inainte de a fi adus in conformitate. In cazul in care sistemul de IA cu grad ridicat de risc prezintd
un risc in sensul articolului 79 alineatul (1), importatorul informeazi in acest sens furnizorul sistemului, reprezentantii
autorizati si autorititile de supraveghere a pietei.

(3)  Importatorii indicd numele lor, denumirea lor comerciald inregistratd sau marca lor inregistrati si adresa la care pot fi
contactati in privinta sistemului de IA cu grad ridicat de risc si pe ambalajul acestuia sau in documentele care il insotesc,
daci este cazul.

(4)  Importatorii se asigurd cd, pe intreaga perioadd in care un sistem de IA cu grad ridicat de risc se afld in
responsabilitatea lor, conditiile de depozitare sau de transport, dupi caz, nu pericliteazd conformitatea sa cu cerintele
prevazute in sectiunea 2.

(5)  Importatorii pastreazd, timp de 10 ani de la introducerea pe piatd sau punerea in functiune a sistemului de IA cu grad
ridicat de risc, o copie a certificatului eliberat de organismul notificat, dupi caz, a instructiunilor de utilizare si a declaratiei
de conformitate UE mentionati la articolul 47.

(6)  Importatorii furnizeazd autoritdtilor competente relevante, pe baza unei cereri motivate, toate informatiile si
documentatia necesare, inclusiv cele mentionate la alineatul (5), pentru a demonstra conformitatea unui sistem de IA cu
grad ridicat de risc cu cerintele previzute in sectiunea 2, intr-o limbi care poate fi usor inteleasd de acestea. In acest scop,
acestia se asigurd, de asemenea, cd documentatia tehnicd poate fi pusi la dispozitia autorititilor respective.

(7)  Importatorii coopereazd cu autoritdtile competente relevante cu privire la orice actiune intreprinsd de autorititile
respective in legdturd cu un sistem de IA cu grad ridicat de risc introdus pe piatd de importatori, in special pentru a reduce
sau a atenua riscurile prezentate de acesta.

Articolul 24
Obligatiile distribuitorilor

(1)  TInainte de a pune la dispozitie pe piatd un sistem de IA cu grad ridicat de risc, distribuitorii verificd dacd acesta poarta
marcajul CE necesar, daci este insotit de o copie a declaratiei de conformitate UE mentionatd la articolul 47 si de
instructiunile de utilizare si dacd furnizorul si importatorul sistemului respectiv, dupd caz, au respectat obligatiile lor
respective prevazute la articolul 16 literele (b) si (c) si la articolul 23 alineatul (3).

(2)  In cazul in care un distribuitor considera sau are motive s considere, pe baza informatiilor pe care le detine, cd un
sistem de A cu grad ridicat de risc nu este in conformitate cu cerintele prevdzute in sectiunea 2, acesta nu pune la dispozitie
pe piatd sistemul de IA cu grad ridicat de risc inainte ca sistemul sa fie adus in conformitate cu cerintele respective. In plus,
in cazul in care sistemul de IA cu grad ridicat de risc prezintd un risc in sensul articolului 79 alineatul (1), distribuitorul
informeaza furnizorul sau importatorul sistemului, dupi caz, in acest sens.

(3)  Distribuitorii se asigurd c3, atat timp ct un sistem de IA cu grad ridicat de risc se afld in responsabilitatea lor,
conditiile de depozitare sau de transport, dupd caz, nu pericliteazd conformitatea sistemului cu cerintele previzute in
sectiunea 2.

(4)  Un distribuitor care considerd sau are motive si considere, pe baza informatiilor pe care le detine, cd un sistem de IA
cu grad ridicat de risc pe care l-a pus la dispozitie pe piatd nu este in conformitate cu cerintele previzute in sectiunea 2 ia
mdsurile corective necesare pentru a aduce sistemul in conformitate cu cerintele respective, pentru a-l retrage sau pentru a-l
rechema sau se asigurd ci furnizorul, importatorul sau orice operator relevant, dupi caz, ia masurile corective respective. in
cazul in care sistemul de IA cu grad ridicat de risc prezintd un risc in sensul articolului 79 alineatul (1), distribuitorul
informeazad imediat in acest sens furnizorul sau importatorul sistemului si autoritdtile competente pentru sistemul de 1A cu
grad ridicat de risc in cauzd, oferind informatii detaliate, in special despre neconformitate si orice misurd corectivd
intreprinsd.

(5)  Pe baza unei cereri motivate a unei autoritdti competente relevante, distribuitorii unor sisteme de IA cu grad ridicat
de risc furnizeaza autoritatii respective toate informatiile si documentatia referitoare la actiunile lor in temeiul alineatelor
(1)-(4), necesare pentru a demonstra conformitatea respectivelor sisteme cu grad ridicat de risc cu cerintele previzute in
sectiunea 2.

(6)  Distribuitorii coopereazd cu autoritdtile competente relevante cu privire la orice actiune intreprinsd de autorititile
respective in legdturd cu un sistem de IA cu grad ridicat de risc pus la dispozitie pe piatd de distribuitori, in special pentru
a reduce sau a atenua riscul prezentat de acesta.
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Articolul 25
Responsabilititile de-a lungul lantului valoric al IA

(1)  Se considerd i orice distribuitor, importator, implementator sau altd parte tertd este furnizor al unui sistem de 1A cu
grad ridicat de risc in sensul prezentului regulament si este supus obligatiilor care ii revin furnizorului in temeiul articolului
16, in oricare dintre urmdtoarele situatii:

(a) 1si aplicd numele sau marca comerciald pe un sistem de IA cu grad ridicat de risc deja introdus pe piatd sau pus in
functiune, fird a aduce atingere dispozitiilor contractuale care prevdd o repartizare diferitd a obligatiilor;

(b) modificd substantial un sistem de IA cu grad ridicat de risc care a fost deja introdus pe piatd sau a fost deja pus in
functiune, astfel incat acesta rimane un sistem de IA cu grad ridicat de risc in temeiul articolului 6;

(c) modificd scopul preconizat al un sistem de IA, inclusiv al unui sistem IA de uz general, care nu a fost clasificat ca
prezentand un grad ridicat de risc si a fost deja introdus pe piatd sau pus in functiune, astfel incat sistemul de IA in
cauzd devine un sistem IA cu grad ridicat de risc in conformitate cu articolul 6.

(2)  In cazul in care se produc circumstantele mentionate la alineatul (1), furnizorul care a introdus initial pe piatd sau
a pus in functiune sistemul de IA nu mai este considerat furnizorul respectivului sistem de IA in sensul prezentului
regulament. Acest furnizor initial coopereazd indeaproape cu noii furnizori si pune la dispozitie informatiile necesare si
oferd accesul tehnic si alte tipuri de asistentd preconizate in mod rezonabil care sunt necesare pentru indeplinirea
obligatiilor previzute in prezentul regulament, in special in ceea ce priveste respectarea cerintelor privind evaluarea
conformitdtii sistemelor de IA cu grad ridicat de risc. Prezentul alineat nu se aplicd in cazurile in care furnizorul initial
a specificat in mod clar ¢ sistemul sdu de IA nu trebuie transformat intr-un sistem de IA cu grad ridicat de risc si, prin
urmare, nu intrd sub incidenta obligatiei de a preda documentatia.

(3)  In cazul sistemelor de IA cu grad ridicat de risc care sunt componente de siguranti ale unor produse cirora li se
aplicd actele legislative de armonizare ale Uniunii care figureazd in anexa I sectiunea A, fabricantul produselor respective
este considerat furnizorul sistemului de IA cu grad ridicat de risc si este supus obligatiilor mentionate la articolul 16 in
oricare dintre urmdatoarele situatii:

(a) sistemul de TA cu grad ridicat de risc este introdus pe piatd impreund cu produsul sub numele sau marca comerciala
a fabricantului produsului;

(b) sistemul de IA cu grad ridicat de risc este pus in functiune sub numele sau marca comerciali a fabricantului produsului
dupd ce produsul a fost introdus pe piatd.

(4)  Furnizorul unui sistem de IA cu grad ridicat de risc si partea tertd care furnizeazd un sistem de IA, instrumente,
servicii, componente sau procese care sunt utilizate sau integrate intr-un sistem de IA cu grad ridicat de risc specifica,
printr-un acord scris, pe baza stadiului de avansare general recunoscut al tehnologiei, informatiile, capabilititile, accesul
tehnic si alte tipuri de asistentd necesare pentru a permite furnizorului sistemului de IA cu grad ridicat de risc s respecte
intru totul obligatiile previzute in prezentul regulament. Prezentul alineat nu se aplicd tertilor care pun la dispozitia
publicului instrumente, servicii, procese sau componente, in afara modelelor de IA de uz general, sub licentd liberd
si deschisa.

Oficiul pentru IA poate elabora si recomanda un model voluntar de clauze pentru contractele dintre furnizorii de sisteme de
IA cu grad ridicat de risc si partile terte care furnizeaza instrumente, servicii, componente sau procese care sunt utilizate sau
integrate in sistemele de IA cu grad ridicat de risc. Atunci cand elaboreazd modelul voluntar de clauze, Oficiul pentru IA ia
in considerare eventualele ceringe contractuale aplicabile in anumite sectoare sau situatii economice. Modelul voluntar de
clauze se publicd si este disponibil gratuit intr-un format electronic usor de utilizat.

(5)  Alineatele (2) si (3) nu aduc atingere necesitdtii de a respecta si de a proteja drepturile de proprietate intelectuald si
informatiile comerciale confidentiale sau secretele comerciale in conformitate cu dreptul Uniunii si cu dreptul intern.

Atrticolul 26
Obligatiile implementatorilor de sisteme de IA cu grad ridicat de risc
(1) Implementatorii sistemelor de IA cu grad ridicat de risc iau masuri tehnice si organizatorice corespunzdtoare pentru

a oferi siguranta ci utilizeazd astfel de sisteme in conformitate cu instructiunile de utilizare care insotesc sistemele, in
temeiul alineatelor (3) si (6).
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(2)  Implementatorii incredinteazd supravegherea umand unor persoane fizice care au competenta, formarea si
autoritatea necesare, precum si sprijinul necesar.

(3)  Obligatiile de la alineatele (1) si (2) nu aduc atingere altor obligatii ale implementatorilor in temeiul dreptului Uniunii
sau al dreptului intern si nici libertdtii implementatorilor de a-si organiza propriile resurse si activitdti in scopul punerii in
aplicare a mdsurilor de supraveghere umani indicate de furnizor.

(4) Fard a aduce atingere alineatelor (1) si (2), in mdasura in care exercitd controlul asupra datelor de intrare,
implementatorul se asigurd cd datele de intrare sunt relevante si suficient de reprezentative in raport cu scopul preconizat al
sistemului de TA cu grad ridicat de risc.

(5)  Implementatorii monitorizeazd functionarea sistemului de IA cu grad ridicat de risc pe baza instructiunilor de
utilizare si, atunci cand este cazul, informeaza furnizorii in conformitate cu articolul 72. in cazul in care au motive si
considere cd utilizarea sistemului de IA cu grad ridicat de risc in conformitate cu instructiunile poate conduce la situatia in
care sistemul de IA respectiv prezintd un risc in sensul articolului 79 alineatul (1), implementatorii informeazd fird
intarzieri nejustificate furnizorul sau distribuitorul si autoritatea relevantd de supraveghere a pietei si suspendd utilizarea
sistemului respectiv. De asemenea, in cazul in care au identificat un incident grav, implementatorii informeaza imediat mai
intai furnizorul, si apoi importatorul sau distribuitorul si autoritdtile relevante de supraveghere a pietei cu privire la
incidentul respectiv. In cazul in care implementatorul nu poate comunica cu furnizorul, articolul 73 se aplicd mutatis
mutandis. Aceastd obligatie nu vizeazd datele operationale sensibile ale implementatorilor sistemelor de IA care sunt
autoritati de aplicare a legii.

In cazul implementatorilor care sunt institutii financiare supuse unor cerinte privind guvernanta interni, masurile sau
procesele interne in temeiul dreptului Uniunii din domeniul serviciilor financiare, se considerd ci obligatia de monitorizare
previzutd la primul paragraf este indeplinitd prin respectarea normelor privind mecanismele, procesele §i mdsurile de
guvernantd internd in temeiul dreptului relevant din domeniul serviciilor financiare.

(6)  Implementatorii sistemelor de IA cu grad ridicat de risc pastreazd fisierele de jurnalizare generate automat de
respectivele sisteme de IA cu grad ridicat de risc, in mdsura in care aceste fisiere de jurnalizare se afld sub controlul lor
pentru o perioadd adecvatd scopului preconizat al sistemului de IA cu grad ridicat de risc, de cel putin sase luni, cu exceptia
cazului in care se prevede altfel in dreptul Uniunii sau in dreptul intern aplicabil, in special in dreptul Uniunii privind
protectia datelor cu caracter personal.

Implementatorii care sunt institutii financiare supuse unor cerinte privind guvernanta internd, masurile sau procesele
interne in temeiul dreptului Uniunii din domeniul serviciilor financiare pastreazd fisierele de jurnalizare ca parte
a documentatiei pastrate in temeiul dreptului relevant al Uniunii din domeniul serviciilor financiare.

(7)  Tnainte de a pune in functiune sau de a utiliza un sistem de IA cu grad ridicat de risc la locul de munci,
implementatorii care sunt angajatori informeazd reprezentantii lucritorilor §i lucritorii afectati c¢d vor fi implicati in
utilizarea sistemului de IA cu grad ridicat de risc. Informatiile respective sunt furnizate, dupd caz, in conformitate cu
normele si procedurile previzute in dreptul si practicile de la nivelul Uniunii §i de la nivel national privind informarea
lucrdtorilor si a reprezentantilor acestora.

(8)  Implementatorii sistemelor de IA cu grad ridicat de risc care sunt autoritdti publice sau institutii, organe, oficii sau
agentii ale Uniunii respectd obligatiile de inregistrare mentionate la articolul 49. In cazul in care constatd ci sistemul de 1A
cu grad ridicat de risc pe care intentioneazd si il utilizeze nu a fost inregistrat in baza de date a UE mentionatd la
articolul 71, implementatorii respectivi nu utilizeazd sistemul respectiv si informeazd furnizorul sau distribuitorul.

(9) Dupd caz, implementatorii de sisteme de IA cu grad ridicat de risc utilizeazd informatiile furnizate in temeiul
articolului 13 din prezentul regulament pentru a-si respecta obligatia de a efectua o evaluare a impactului asupra protectiei
datelor in temeiul articolului 35 din Regulamentul (UE) 2016/679 sau al articolului 27 din Directiva (UE) 2016/680.

(10)  Fard a aduce atingere Directivei (UE) 2016680, in cadrul unei investigatii pentru cdutarea in mod specific a unei
persoane suspectate sau condamnate de a fi comis o infractiune, implementatorul unui sistem de IA cu grad ridicat de risc
pentru identificarea biometricd la distantd ulterioara solicitd o autorizatie, ex ante sau fdrd intarzieri nejustificate si in termen
de cel mult 48 de ore, din partea unei autoritdti judiciare sau a unei autoritdti administrative a cirei decizie are efect
obligatoriu si face obiectul controlului jurisdictional, pentru utilizarea sistemului respectiv, cu exceptia cazului in care este
utilizat pentru identificarea initiald a unui potential suspect pe baza unor fapte obiective si verificabile legate direct de
infractiune. Fiecare utilizare se limiteaza la ceea ce este strict necesar pentru investigarea unei anumite infractiuni.

In cazul in care autorizatia solicitatd in temeiul primului paragraf este respinsi, utilizarea sistemului de identificare
biometricd la distantd ulterioard legat de autorizatia solicitatd respectivd se opreste cu efect imediat, iar datele cu caracter
personal legate de utilizarea sistemului de IA cu grad ridicat de risc pentru care a fost solicitatd autorizatia se sterg.
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In niciun caz, un astfel de sistem de IA cu grad ridicat de risc pentru identificarea biometrici la distantd ulterioard nu se
utilizeazd intr-un mod nedirectionat in scopul aplicdrii legii, dacd nu implicd nicio legdturd cu o infractiune, cu o procedurd
penald, cu o amenintare reald si prezentd sau reald si previzibild vizdnd o infractiune sau ciutarea unei anumite persoane
disparute. Se asigurd faptul ci autorititile de aplicare a legii nu pot lua nicio decizie care produce un efect juridic negativ
asupra unei persoane exclusiv pe baza rezultatelor unor astfel de sisteme de identificare biometricd la distantd ulterioard.

Prezentul alineat nu aduce atingere dispozitiilor de la articolul 9 din Regulamentul (UE) 2016/679 si de la articolul 10 din
Directiva (UE) 2016/680 privind prelucrarea datelor biometrice.

Indiferent de scop sau de implementator, fiecare utilizare a acestor sisteme de IA cu grad ridicat de risc este documentati in
dosarul relevant al politiei si este pusd la dispozitia autoritdtii relevante de supraveghere a pietei si a autorititii nationale
pentru protectia datelor, la cerere, exceptind divulgarea datelor operationale sensibile legate de aplicarea legii. Prezentul
paragraf nu aduce atingere competentelor conferite autoritdtilor de supraveghere de Directiva (UE) 2016/680.

Implementatorii prezintd autoritdtilor relevante de supraveghere a pietei si autoritatilor nationale pentru protectia datelor
rapoarte anuale cu privire la utilizarea sistemelor de identificare biometrica la distantd ulterioard, exceptiand divulgarea
datelor operationale sensibile legate de aplicarea legii. Rapoartele pot fi agregate pentru a cuprinde mai multe implementari.

Statele membre pot introduce, in conformitate cu dreptul Uniunii, legi mai restrictive privind utilizarea sistemelor de
identificare biometricd la distantd ulterioara.

(11)  Fard a afecta dispozitiile de la articolul 50 din prezentul regulament, implementatorii de sisteme de IA cu grad
ridicat de risc mentionate in anexa III, care iau decizii sau contribuie la luarea deciziilor referitoare la persoane fizice,
informeaza persoanele fizice ci fac obiectul utilizdrii sistemului de TA cu grad ridicat de risc. In cazul sistemelor de IA cu
grad ridicat de risc utilizate in scopul aplicdrii legii, se aplicd articolul 13 din Directiva (UE) 2016/680.

(12)  Implementatorii coopereazd cu autoritdtile competente relevante pentru orice actiune intreprinsd de respectivele
autoritati in legaturd cu sistemul de IA cu grad ridicat de risc pentru a pune in aplicare prezentul regulament.

Articolul 27

Evaluarea impactului sistemelor de IA cu grad ridicat de risc asupra drepturilor fundamentale

(1)  TInainte de a implementa un sistem de IA cu grad ridicat de risc, astfel cum este mentionat la articolul 6 alineatul (2),
cu exceptia sistemelor de IA cu grad ridicat de risc destinate a fi utilizate in domeniul mentionat la punctul 2 din anexa III,
implementatorii care sunt organisme de drept public sau entitdti private care furnizeaza servicii publice si implementatorii
de sisteme de IA cu grad ridicat de risc mentionate la punctul 5 literele (b) si (c) din anexa III efectueazd o evaluare
a impactului asupra drepturilor fundamentale pe care il poate produce utilizarea unor astfel de sisteme. In acest scop,
implementatorii efectueazd o evaluare care consta in:

(@) o descriere a proceselor implementatorului in care sistemele de IA cu grad ridicat de risc urmeazid a fi utilizate in
conformitate cu scopul lor preconizat;

(b) o descriere a perioadei de timp pentru care se intentioneaza utilizarea fiecirui sistem de IA cu grad ridicat de risc,
precum si a frecventei utilizdrii respective;

(c) categoriile de persoane fizice si grupurile susceptibile a fi afectate de utilizarea sa in contextul specific;

(d) riscurile specifice de prejudicii susceptibile a avea un impact asupra categoriilor de persoane fizice sau a grupurilor de
persoane identificate in temeiul literei (c) de la prezentul alineat, tindnd seama de informatiile comunicate de furnizor in
temeiul articolului 13;

(e) o descriere a punerii in aplicare a masurilor de supraveghere umand, in conformitate cu instructiunile de utilizare;

(f) miasurile care trebuie si fie luate in cazul in care riscurile respective se materializeazd, inclusiv mecanismele de
guvernantd internd si mecanismele de tratare a plangerilor.
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(2)  Obligatia previzuti la alineatul (1) se aplicd primei utiliziri a sistemului de IA cu grad ridicat de risc. In cazuri
similare, implementatorul poate s se bazeze pe evaludri ale impactului asupra drepturilor fundamentale efectuate anterior
sau pe evaludri existente efectuate de furnizor. In cazul in care considerd c4, in timpul utilizarii sistemului de IA cu grad
ridicat de risc, oricare dintre elementele enumerate la alineatul (1) s-a schimbat sau nu mai este actualizat, implementatorul
ia masurile necesare pentru a actualiza informatiile.

(3)  Dupd efectuarea evaludrii mentionate la alineatul (1) de la prezentul articol, implementatorul notificd autoritatii de
supraveghere a pietei rezultatele sale, transmitdnd modelul completat mentionat la alineatul (5) de la prezentul articol ca
parte a notificdrii. In cazul mentionat la articolul 46 alineatul (1), implementatorii pot fi scutiti de aceastd obligatie de
notificare.

(4)  In cazul in care oricare dintre obligatiile prevdzute la prezentul articol este deja respectatd ca urmare a evaludrii
impactului asupra protectiei datelor efectuate in temeiul articolului 35 din Regulamentul (UE) 2016/679 sau al articolului
27 din Directiva (UE) 2016/680, evaluarea impactului asupra drepturilor fundamentale mentionatd la alineatul (1) de la
prezentul articol completeazd respectiva evaluare a impactului asupra protectiei datelor.

(5)  Oficiul pentru IA elaboreazd un model de chestionar, inclusiv prin intermediul unui instrument automatizat, pentru
a-i ajuta pe implementatori si isi respecte obligatiile care le revin in temeiul prezentului articol intr-un mod simplificat.

SECTIUNEA 4

Autoritdtile de notificare si organismele notificate

Articolul 28

Autorititile de notificare

(1)  Fiecare stat membru desemneazi sau instituie cel putin o autoritate de notificare responsabild cu instituirea si
efectuarea procedurilor necesare pentru evaluarea, desemnarea si notificarea organismelor de evaluare a conformitdtii si
pentru monitorizarea acestora. Procedurile respective se elaboreaza in cooperare intre autorititile de notificare ale tuturor
statelor membre.

(2)  Statele membre pot decide ca evaluarea si monitorizarea mentionate la alineatul (1) sa fie efectuate de un organism
national de acreditare in sensul Regulamentului (CE) nr. 765/2008 si in conformitate cu acesta.

(3)  Autoritdtile de notificare sunt instituite si organizate si functioneazi astfel incat sd nu apard niciun conflict de
interese cu organismele de evaluare a conformitatii si si se protejeze obiectivitatea si impartialitatea activitdtilor lor.

(4)  Autoritdtile de notificare sunt organizate astfel incat deciziile cu privire la notificarea organismelor de evaluare
a conformitdtii sd fie luate de persoane competente, altele decat cele care au efectuat evaluarea organismelor respective.

(5)  Autoritdtile de notificare nu oferd si nu presteazd nici activititi pe care le presteazd organismele de evaluare
a conformitdtii si nici servicii de consultantd in conditii comerciale sau concurentiale.

(6)  Autoritdtile de notificare garanteazd confidentialitatea informatiilor pe care le obtin, in conformitate cu articolul 78.

(7)  Autoritdtile de notificare au la dispozitie un numdr adecvat de membri competenti ai personalului in vederea
indeplinirii corespunzdtoare a sarcinilor lor. Membrii competenti ai personalului detin cunostintele de specialitate necesare,
dupd caz, pentru functia pe care o indeplinesc, in domenii precum tehnologiile informatiei, 1A si drept, inclusiv
supravegherea drepturilor fundamentale.

Articolul 29

Cererea de notificare a unui organism de evaluare a conformititii

(1)  Organismele de evaluare a conformitdtii depun o cerere de notificare la autoritatea de notificare a statului membru in
care sunt stabilite.
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(2)  Cererea de notificare este insotitd de o descriere a activititilor de evaluare a conformitdtii, a modulului sau modulelor
de evaluare a conformititii si a tipurilor de sisteme de IA pentru care organismul de evaluare a conformitdtii se considerd
a fi competent, precum si de un certificat de acreditare, in cazul in care existd, eliberat de un organism national de acreditare
care sd ateste ¢ organismul de evaluare a conformititii satisface cerintele previzute la articolul 31.

Se adaugd orice document valabil referitor la desemndrile existente ale organismului notificat solicitant in temeiul oriciror
alte acte legislative de armonizare ale Uniunii.

(3)  Incazul in care un organism de evaluare a conformitdtii nu poate prezenta un certificat de acreditare, acesta prezintd
autorititii de notificare toate documentele justificative necesare pentru verificarea, recunoasterea si monitorizarea periodicd
a conformitdtii acestuia cu cerintele prevdzute la articolul 31.

(4)  In cazul organismelor notificate care sunt desemnate in temeiul oriciror alte acte legislative de armonizare ale
Uniunii, toate documentele si certificatele legate de aceste desemndri pot fi utilizate pentru a sprijini procedura de
desemnare a acestora in temeiul prezentului regulament, dupd caz. Organismul notificat actualizeazd documentatia
mentionatd la alineatele (2) si (3) de la prezentul articol ori de cate ori au loc modificiri relevante, pentru a oferi autoritatii
nationale responsabile de organismele notificate posibilitatea de a monitoriza si de a verifica respectarea continud a tuturor
cerintelor prevazute la articolul 31.

Articolul 30

Procedura de notificare

(1)  Autoritdtile de notificare pot notifica numai organismele de evaluare a conformitdtii care indeplinesc cerintele
previzute la articolul 31.

(2)  Autoritdtile de notificare instiinteazd Comisia si celelalte state membre prin intermediul instrumentului de notificare
electronicd dezvoltat si administrat de Comisie cu privire la fiecare organism de evaluare a conformitdtii mentionat la
alineatul (1).

(3)  Notificarea mentionatd la alineatul (2) de la prezentul articol include detalii complete privind activititile de evaluare
a conformitatii, modulul sau modulele de evaluare a conformitdtii si tipurile de sisteme de IA in cauzd, precum si atestarea
relevanti a competentei. In cazul in care notificarea nu se bazeazi pe un certificat de acreditare mentionat la articolul 29
alineatul (2), autoritatea de notificare prezintd Comisiei si celorlalte state membre documentele justificative care atestd
competenta organismului de evaluare a conformitatii si masurile adoptate pentru a se asigura cd organismul respectiv va fi
monitorizat periodic si cd va indeplini in continuare cerintele prevazute la articolul 31.

(4)  Organismul de evaluare a conformititii in cauzd poate exercita activitdtile unui organism notificat numai in cazul in
care nu existd obiectii din partea Comisiei sau a celorlalte state membre, transmise in termen de doud siptimani de la
o notificare din partea unei autorititi de notificare, in cazul in care se include un certificat de acreditare mentionat la
articolul 29 alineatul (2), sau in termen de doud luni de la o notificare din partea unei autorititi de notificare, in cazul in
care se includ documentele justificative mentionate la articolul 29 alineatul (3).

(5) In cazul in care se ridicd obiectii, Comisia initiazd fird intarziere consultatii cu statele membre relevante si cu
organismul de evaluare a conformititii. In lumina acestora, Comisia decide dacd autorizatia este justificatd. Comisia
comunicd decizia luatd statului membru in cauzd §i organismului relevant de evaluare a conformitatii.

Articolul 31

Cerinte cu privire la organismele notificate
(1) Un organism notificat este instituit in temeiul dreptului intern al unui stat membru si are personalitate juridicd.

(2)  Organismele notificate indeplinesc cerintele organizatorice, de management al calittii, de resurse si in materie de
procese care sunt necesare pentru indeplinirea sarcinilor lor, precum si cerintele adecvate in materie de securitate
cibernetica.

(3)  Structura organizationald, alocarea responsabilititilor, liniile de raportare si functionarea organismelor notificate
asigurd increderea in performanta acestora si in rezultatele activitdtilor de evaluare a conformititii pe care le desfisoard
organismele notificate.
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(4)  Organismele notificate sunt independente de furnizorul unui sistem de IA cu grad ridicat de risc in legaturd cu care
efectueazd activititi de evaluare a conformitdtii. Organismele notificate sunt, de asemenea, independente de orice alt
operator care are un interes economic in legaturd cu sistemele de IA cu grad ridicat de risc evaluate, precum si de orice
concurent al furnizorului. Acest lucru nu impiedica utilizarea sistemelor de IA cu grad ridicat de risc evaluate care sunt
necesare pentru operatiunile organismului de evaluare a conformitatii sau utilizarea sistemelor respective de IA cu grad
ridicat de risc in scopuri personale.

(5)  Nici organismul de evaluare a conformitdtii, personalul siu de conducere de nivel superior, nici personalul
responsabil cu indeplinirea sarcinilor acestuia de evaluare a conformitdtii nu sunt direct implicati in proiectarea,
dezvoltarea, comercializarea sau utilizarea sistemelor de IA cu grad ridicat de risc si nici nu reprezintd partile implicate in
respectivele activititi. Acestia nu se implicd in nicio activitate susceptibild de a le afecta impartialitatea sau integritatea in
ceea ce priveste activitdtile de evaluare a conformitdtii pentru care sunt notificati. Aceastd dispozitie se aplicd in special
serviciilor de consultantd.

(6)  Organismele notificate sunt organizate si functioneazd astfel incit si garanteze independenta, obiectivitatea si
impartialitatea activititilor lor. Organismele notificate documenteaza si pun in aplicare o structurd si proceduri pentru
garantarea impartialitdtii §i pentru promovarea si punerea in practicd a principiilor impartialitdtii in intreaga organizatie,
pentru tot personalul lor §i pentru toate activitdtile lor de evaluare.

(7)  Organismele notificate dispun de proceduri documentate care si asigure cd personalul, comitetele, filialele,
subcontractantii lor, precum si orice organism asociat sau membru al personalului organismelor externe respectd, in
conformitate cu articolul 78, confidentialitatea informatiilor care le parvin in timpul deruldrii activitdtilor de evaluare
a conformittii, cu exceptia cazurilor in care divulgarea acestora este impusd prin lege. Personalul organismelor notificate
este obligat s pdstreze secretul profesional referitor la toate informatiile obtinute in cursul indeplinirii sarcinilor sale in
temeiul prezentului regulament, exceptie ficand relatia cu autoritdtile de notificare ale statului membru in care se desfdsoard
activitdtile sale.

(8)  Organismele notificate dispun de proceduri pentru desfdsurarea activititilor, care si tini seama in mod
corespunzitor de dimensiunile unui furnizor, de sectorul in care acesta isi desfdsoard activitatea, de structura sa si de
gradul de complexitate al sistemului de IA in cauzi.

(9)  Organismele notificate incheie o asigurare de rdspundere civildi adecvatd pentru activititile lor de evaluare
a conformitdtii, cu exceptia cazului in care rdspunderea este asumatd de statul membru pe teritoriul ciruia sunt stabilite, in
conformitate cu dreptul intern, sau in care insusi statul membru respectiv este direct responsabil pentru evaluarea
conformitatii.

(10)  Organismele notificate sunt capabile sd isi indeplineascd toate sarcinile in temeiul prezentului regulament cu cel mai
inalt grad de integritate profesionald si cu competenta necesard in domeniul specific, indiferent daca sarcinile respective sunt
realizate de organismele notificate insesi sau in numele si pe rispunderea acestora.

(11)  Organismele notificate dispun de suficiente competente interne pentru a putea evalua in mod efectiv sarcinile
indeplinite de parti externe in numele lor. Organismul notificat dispune in permanenti de suficient personal administrativ,
tehnic, juridic si stiintific care detine experientd si cunostinte in ceea ce priveste tipurile relevante de sisteme de IA, de date si
de calculul datelor, precum si in ceea ce priveste cerintele previzute in sectiunea 2.

(12)  Organismele notificate participd la activitdtile de coordonare mentionate la articolul 38. De asemenea, acestea
participa direct sau sunt reprezentate in cadrul organizatiilor de standardizare europene sau se asigurd cd sunt la curent cu
situatia referitoare la standardele relevante.

Articolul 32

Prezumtia de conformitate cu cerintele referitoare la organismele notificate

In cazul in care un organism de evaluare a conformititii isi demonstreazd conformitatea cu criteriile previzute in
standardele armonizate relevante sau in parti din acestea, ale ciror referinte au fost publicate in Jurnalul Oficial al Uniunii
Europene, se considerd cd acesta este in conformitate cu cerintele prevdzute la articolul 31, in mdsura in care standardele
armonizate aplicabile vizeazd aceste cerinte.
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Articolul 33

Filiale ale organismelor notificate si subcontractare

(1) In cazul in care un organism notificat subcontracteazd anumite sarcini legate de evaluarea conformititii sau recurge
la o filiald, acesta se asigurd cd subcontractantul sau filiala indeplineste cerintele stabilite la articolul 31 si informeaza
autoritatea de notificare in acest sens.

(2)  Organismele notificate preiau intreaga responsabilitate pentru sarcinile indeplinite de orice subcontractant sau filiald.

(3)  Activitatile pot fi subcontractate sau indeplinite de o filiald doar cu acordul furnizorului. Organismele notificate pun
la dispozitia publicului o listd a filialelor acestora.

(4)  Documentele relevante privind evaluarea calificrilor subcontractantului sau ale filialei si activitatea desfisuratd de
acestia in temeiul prezentului regulament sunt puse la dispozitia autoritatii de notificare pentru o perioada de cinci ani de la
data incetdrii subcontractarii.

Articolul 34

Obligatii operationale ale organismelor notificate

(1) Organismele notificate verificd conformitatea sistemelor de IA cu grad ridicat de risc in conformitate cu procedurile
de evaluare a conformititii prevazute la articolul 43.

(2)  Organismele notificate evita sarcinile inutile pentru furnizori atunci cand acestia isi desfasoara activitatile si tin seama
in mod corespunzitor de dimensiunile furnizorilor, de sectorul in care acestia isi desfasoard activitatea, de structura acestora
si de gradul de complexitate al sistemului de IA cu grad ridicat de risc in cauzd, in special in vederea reducerii la minimum
a sarcinilor administrative i a costurilor de asigurare a conformitdtii pentru microintreprinderi si intreprinderile mici in
sensul Recomandarii 2003/361/CE. Organismul notificat respectd totusi gradul de precizie si nivelul de protectie impuse
pentru conformitatea sistemului de IA cu grad ridicat de risc cu cerintele prezentului regulament.

(3)  Organismele notificate pun la dispozitia autoritatii de notificare mentionate la articolul 28 si transmit la cerere toatd
documentatia relevantd, inclusiv documentatia furnizorilor, pentru a ii permite acestei autoritdti s isi desfdsoare activitatile
de evaluare, desemnare, notificare si monitorizare si pentru a facilita evaluarea descrisd in prezenta sectiune.

Articolul 35

Numerele de identificare si listele organismelor notificate

(1)  Comisia atribuie un numdr unic de identificare fiecdrui organism notificat, chiar si in cazul in care un organism este
notificat in temeiul mai multor acte ale Uniunii.

(2)  Comisia pune la dispozitia publicului lista organismelor notificate in temeiul prezentului regulament, incluzind

numerele de identificare ale acestora si activititile pentru care au fost notificate. Comisia se asigurd ci lista este actualizati.

Articolul 36

Modificiri ale notificirilor

(1)  Autoritatea de notificare instiinteazi Comisia si celelalte state membre cu privire la orice modificare relevantd adusa
notificdrii unui organism notificat prin intermediul instrumentului de notificare electronicd mentionat la articolul 30
alineatul (2).

(2)  Procedurile previzute la articolele 29 si 30 se aplicd extinderilor domeniului de aplicare al notificarii.

In ceea ce priveste modificirile aduse notificrii, altele decat extinderile domeniului siu de aplicare, se aplici procedurile
previzute la alineatele (3)-(9).
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(3)  In cazul in care un organism notificat decide sa isi inceteze activititile de evaluare a conformittii, acesta informeaza
autoritatea de notificare si furnizorii vizati cat mai curand posibil si, in cazul unei incetdri planificate, cu cel putin un an
inainte de incetarea activititilor. Certificatele organismului notificat pot rdimane valabile pentru o perioadd de noud luni de
la incetarea activitatii organismului notificat, cu conditia ca un alt organism notificat sa fi confirmat in scris cd isi va asuma
responsabilitdtile pentru sistemele de IA cu grad ridicat de risc care fac obiectul respectivelor certificate. Acest din urmd
organism notificat efectueazd o evaluare completd a sistemelor de IA cu grad ridicat de risc in cauzd pand la finalul
respectivei perioade de noud luni, inainte de emiterea de noi certificate pentru aceste sisteme. In cazul in care organismul
notificat si-a incetat activitatea, autoritatea de notificare retrage desemnarea.

(4 In cazul in care o autoritate de notificare are motive suficiente si considere ci un organism notificat nu mai
indeplineste cerintele prevdzute la articolul 31 sau cd acesta nu isi indeplineste obligatiile, autoritatea de notificare
respectivd investigheazd fird intarziere chestiunea, cu cea mai mare diligentd. In acest context, aceasta informeazd
organismul notificat in cauzd cu privire la obiectiile ridicate si ii oferd posibilitatea de a-si face cunoscute punctele de vedere.
In cazul in care ajunge la concluzia ci organismul notificat nu mai indeplineste cerintele previzute la articolul 31 sau ci nu
isi indeplineste obligatiile, autoritatea de notificare restrictioneazd, suspenda sau retrage desemnarea, dupi caz, in functie de
gravitatea incdlcdrii cerintelor sau a neindeplinirii obligatiilor. Autoritatea de notificare informeaza de indatd Comisia si
celelalte state membre in consecinta.

(5)  In cazul in care desemnarea sa a fost suspendati, restrictionatd sau retrasd integral sau partial, organismul notificat
informeazd furnizorii in cauzd in termen de 10 zile.

(6) In caz de restrictionare, suspendare sau retragere a unei desemndri, autoritatea de notificare ia masurile necesare
pentru a se asigura cd dosarele organismului notificat in cauzd sunt pistrate si le pun la dispozitia autorititilor de notificare
din alte state membre si a autoritdtilor de supravegherea pietei, la cererea acestora.

(7)  In caz de restrictionare, suspendare sau retragere a unei desemndri, autoritatea de notificare:
(a) evalueaza impactul asupra certificatelor eliberate de organismul notificat;

(b) prezintd Comisiei si celorlalte state membre un raport continand constatarile sale in termen de trei luni de la data la care
a notificat modificdrile aduse desemndrii;

(c) solicitd organismului notificat sd suspende sau sa retragd, intr-un interval rezonabil de timp stabilit de cdtre autoritate,
orice certificat care a fost eliberat in mod necorespunzitor, pentru a asigura mentinerea conformititii sistemelor de IA
cu grad ridicat de risc de pe piat3;

(d) informeazd Comisia si statele membre cu privire la certificatele pentru care a solicitat suspendarea sau retragerea;

(e) furnizeazd autoritdtilor nationale competente din statul membru in care furnizorul isi are sediul social toate informatiile
relevante cu privire la certificatele pentru care a solicitat suspendarea sau retragerea; autoritatile respective iau masurile
corespunzitoare, acolo unde este necesar, pentru evitarea unui risc potential pentru sinatate, sigurantd sau drepturile
fundamentale.

(8)  Cu exceptia certificatelor eliberate in mod necorespunzitor si in cazul in care o desemnare a fost suspendatd sau
restrictionatd, certificatele rdiman valabile in una dintre urmdtoarele circumstante:

(a) autoritatea de notificare a confirmat, in termen de o lund de la suspendare sau restrictionare, ¢ nu existd niciun risc
pentru sdndtate, sigurantd sau drepturile fundamentale in legiturd cu certificatele afectate de suspendare sau de
restrictionare si a prezentat un calendar pentru actiunile de remediere a suspenddrii sau a restrictiondrii; sau

Cx

autoritatea de notificare a confirmat i, pe durata suspendarii sau restrictiondrii nu se va emite, modifica sau emite din
nou niciun certificat relevant pentru suspendare si declard dacd organismul notificat are capabilitatea de a continua sd
monitorizeze si si rdmand responsabil de certificatele existente pe care le-a emis pe perioada suspendirii sau
a restrictiondrii; in cazul in care autoritatea de notificare stabileste cd organismul notificat nu are capabilitatea de
a gestiona certificatele existente pe care le-a emis, furnizorul sistemului care face obiectul certificatului confirma in scris
autorititilor nationale competente ale statului membru in care isi are sediul social, in termen de trei luni de la
suspendare sau restrictionare, ¢ un alt organism notificat calificat isi asumd temporar functiile organismului notificat
de a monitoriza si de a rdimane responsabil de certificate pe perioada suspendarii sau a restrictiondrii.
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(9)  Cu exceptia certificatelor eliberate in mod necorespunzator si, in cazul in care desemnarea a fost retrasa, certificatele
riman valabile pe o perioadd de noud luni in urmitoarele circumstante:

(a) autoritatea nationald competentd din statul membru in care furnizorul sistemului de IA cu grad ridicat de risc care face
obiectul certificatului isi are sediul social a confirmat cd nu existd niciun risc pentru sdndtate, sigurantd sau drepturile
fundamentale asociat sistemelor de TA cu grad ridicat de risc in cauzd; si

(b) un alt organism notificat a confirmat in scris ¢ isi va asuma responsabilitatea imediat pentru respectivele sisteme de 1A
si isi incheie evaluarea in termen de 12 luni de la retragerea desemndrii.

In situatia mentionata la primul paragraf, autoritatea nationald competenti din statul membru in care isi are sediul social
furnizorul sistemului care face obiectul certificatului poate prelungi valabilitatea provizorie a certificatelor cu perioade
suplimentare de trei luni, care nu depdsesc 12 luni in total.

Autoritatea nationald competentd sau organismul notificat care isi asumd functiile organismului notificat afectat de
modificarea desemndrii informeazd imediat in acest sens Comisia, celelalte state membre si celelalte organisme notificate.

Articolul 37

Contestarea competentei organismelor notificate

(1)  Dacd este necesar, Comisia investigheaza toate cazurile in care existd motive de indoiald cu privire la competenta
unui organism notificat sau la indeplinirea in continuare de citre un organism notificat a cerintelor previzute la articolul 31
si a responsabilitdtilor sale aplicabile.

(2)  Autoritatea de notificare furnizeazd Comisiei, la cerere, toate informatiile relevante referitoare la notificarea sau
mentinerea competentei organismului notificat in cauza.

(3)  Comisia se asigurd ci toate informatiile sensibile obtinute in cursul investigatiilor sale in temeiul prezentului articol
sunt tratate in mod confidential in conformitate cu articolul 78.

(4)  In cazul in care constatd ci un organism notificat nu indeplineste sau nu mai indeplineste cerintele pentru a fi
notificat, Comisia informeaza statul membru notificator in consecinta si ii solicitd acestuia s3 ia masurile corective necesare,
inclusiv suspendarea sau retragerea notificirii, dacd este necesar. In cazul in care statul membru nu ia masurile corective
necesare, Comisia poate, prin intermediul unui act de punere in aplicare, si suspende, sd restrictioneze sau si retragd
desemnarea. Actul de punere in aplicare respectiv se adoptd in conformitate cu procedura de examinare mentionatd la
articolul 98 alineatul (2).

Articolul 38

Coordonarea organismelor notificate

(1)  Comisia se asigurd cd, in ceea ce priveste sistemele de IA cu grad ridicat de risc, se instituie si se realizeazd in mod
adecvat o coordonare si 0 cooperare corespunzitoare intre organismele notificate care desfisoard activitdti in ceea ce
priveste procedurile de evaluare a conformititii in temeiul prezentului regulament, sub forma unui grup sectorial al
organismelor notificate.

(2)  Fiecare autoritate de notificare se asigurd cd organismele notificate de aceasta participd la activitatea unui grup
mentionat la alineatul (1), in mod direct sau prin intermediul unor reprezentanti desemnati.

(3)  Comisia se ocupd de organizarea unor schimburi de cunostinte si bune practici intre autorititile de notificare.
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Articolul 39

Organisme de evaluare a conformititii din tiri terte

Organismele de evaluare a conformitdtii instituite in temeiul legislatiei unei tari terte cu care Uniunea a incheiat un acord
pot fi autorizate si desfisoare activitdtile organismelor notificate in temeiul prezentului regulament, cu conditia ca aceste
organisme sd indeplineascd cerintele prevdzute la articolul 31 sau sd asigure un nivel de conformitate echivalent.

SECTIUNEA 5

Standarde, evaluarea conformitdtii, certificate, inregistrare

Articolul 40

Standarde armonizate si documente de standardizare

(1)  Sistemele de IA cu grad ridicat de risc sau modelele de IA de uz general care sunt in conformitate cu standardele
armonizate sau cu o parte a acestora, ale ciror referinte au fost publicate in Jurnalul Oficial al Uniunii Europene in
conformitate cu Regulamentul (UE) nr. 1025/2012, sunt considerate a fi in conformitate cu cerintele stabilite in sectiunea 2
din prezentul capitol sau, dupd caz, cu obligatiile previzute in capitolul V sectiunile 2 §i 3 din prezentul regulament, in
mdsura in care standardele respective vizeazd cerintele sau obligatiile respective.

(2)  In conformitate cu articolul 10 din Regulamentul (UE) nr. 1025/2012, Comisia emite, fird intarzieri nejustificate,
solicitdri de standardizare care vizeaza toate cerintele previzute in sectiunea 2 din prezentul capitol si, dupi caz, solicitdri de
standardizare care vizeazd obligatiile prevdzute in capitolul V sectiunile 2 si 3 din prezentul regulament. De asemenea, in
cadrul solicitarilor de standardizare se cere furnizarea de documente privind procesele de raportare si documentare pentru
a imbundtiti performanta in materie de resurse a sistemelor de IA, cum ar fi reducerea consumului de energie si de alte
resurse pentru sistemul de IA cu grad ridicat de risc pe parcursul ciclului sdu de viatd, precum si privind dezvoltarea
eficientd din punct de vedere energetic a modelelor de IA de uz general. Atunci cind elaboreazd o solicitare de
standardizare, Comisia consultd Consiliul IA si partile interesate relevante, inclusiv forumul consultativ.

Atunci cind adreseazd o solicitare de standardizare organizatiilor de standardizare europene, Comisia precizeazd cd
standardele trebuie si fie clare §i coerente inclusiv cu standardele elaborate in diferitele sectoare pentru produsele care fac
obiectul legislatiei existente de armonizare a Uniunii care figureazd in anexa I, avand drept scop s asigure faptul cad
sistemele de IA cu grad ridicat de risc sau modelele de IA de uz general introduse pe piatd sau puse in functiune in Uniune
indeplinesc cerintele sau obligatiile relevante previzute in prezentul regulament.

Comisia solicitd organizatiilor de standardizare europene sd furnizeze dovezi ale tuturor eforturilor depuse pentru
a indeplini obiectivele mentionate la primul si al doilea paragraf de la prezentul alineat, in conformitate cu articolul 24 din
Regulamentul (UE) nr. 1025/2012.

(3)  Participantii la procesul de standardizare urmdresc s promoveze investitiile si inovarea in IA, inclusiv prin sporirea
securitdtii juridice, precum si competitivitatea si cresterea pietei Uniunii, si contribuie la consolidarea cooperirii la nivel
mondial in materie de standardizare, tinind seama de standardele internationale existente in domeniul IA care sunt in
concordanti cu valorile, drepturile fundamentale si interesele Uniunii, si s3 consolideze guvernanta multipartitd, asigurand
o reprezentare echilibrati a intereselor i participarea efectivd a tuturor partilor interesate relevante, in conformitate cu
articolele 5, 6 si 7 din Regulamentul (UE) nr. 1025/2012.

Articolul 41
Specificatii comune
(1)  Comisia poate si adopte acte de punere in aplicare de stabilire a specificatiilor comune pentru cerintele previzute in

sectiunea 2 din prezentul capitol sau, dupd caz, pentru obligatiile previzute in sectiunile 2 si 3 din capitolul V, in cazul in
care sunt indeplinite urmdtoarele conditii:

(a) Comisia a solicitat, in temeiul articolului 10 alineatul (1) din Regulamentul (UE) nr. 1025/2012, uneia sau mai multor
organizatii de standardizare europene si elaboreze un standard armonizat pentru cerintele previzute in sectiunea 2 din
prezentul capitol sau, dupd caz, pentru obligatiile previzute in sectiunile 2 si 3 din capitolul V, si:

(i) solicitarea nu a fost acceptatd de niciuna dintre organizatiile de standardizare europene; sau
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(i) nu sunt prezentate standarde armonizate care s raspunda solicitdrii respective in termenul stabilit in conformitate
cu articolul 10 alineatul (1) din Regulamentul (UE) nr. 1025/2012; sau

(ili) standardele armonizate relevante nu abordeazd suficient preocupdrile legate de drepturile fundamentale; sau
(iv) standardele armonizate nu sunt conforme cu solicitarea; si

(b) nicio referintd la standardele armonizate care vizeazd cerintele previzute in sectiunea 2 din prezentul capitol sau, dupa
caz, obligatiile prevdzute in sectiunile 2 si 3 din capitolul V, nu a fost publicatd in Jurnalul Oficial al Uniunii Europene in
conformitate cu Regulamentul (UE) nr. 1025/2012, si nu se preconizeazd publicarea niciunei astfel de referinte intr-un
termen rezonabil.

La redactarea specificatiilor comune, Comisia consultd forumul consultativ mentionat la articolul 67.

Actele de punere in aplicare mentionate la primul paragraf de la prezentul alineat se adopta in conformitate cu procedura de
examinare mentionatd la articolul 98 alineatul (2).

(2)  Tnainte de a pregiti un proiect de act de punere in aplicare, Comisia informeaza comitetul mentionat la articolul 22
din Regulamentul (UE) nr. 1025/2012 ¢4, in opinia sa, sunt indeplinite conditiile de la alineatul (1).

(3)  Sistemele de IA cu grad ridicat de risc sau modelele de IA de uz general care sunt in conformitate cu specificatiile
comune mentionate la alineatul (1) sau cu parti ale acestora sunt considerate a fi in conformitate cu cerintele previzute in
sectiunea 2 din prezentul capitol sau, dupa caz, a respecta obligatiile prevazute in sectiunile 2 si 3 din capitolul V, in masura
in care respectivele specificatii comune vizeaza cerintele sau obligatiile respective.

(4)  In cazul in care un standard armonizat este adoptat de o organizatie de standardizare europeand si este propus
Comisiei pentru ca referinta sa sd fie publicatd in Jurnalul Oficial al Uniunii Europene, Comisia evalueazd standardul
armonizat in conformitate cu Regulamentul (UE) nr. 1025/2012. Atunci cand referinta unui standard armonizat este
publicatd in Jurnalul Oficial al Uniunii Europene, Comisia abroga actele de punere in aplicare mentionate la alineatul (1) sau
acele parti ale lor care vizeazd aceleasi cerinte mentionate la sectiunea 2 din prezentul capitol sau, dupd caz, aceleasi
obligatii prevazute in sectiunile 2 si 3 din capitolul V.

(5)  In cazul in care furnizorii de sisteme de IA cu grad ridicat de risc sau de modele de IA de uz general nu respecti
specificatiile comune mentionate la alineatul (1), acestia trebuie si dovedeascd in mod corespunzitor faptul cd au adoptat
solutii tehnice care indeplinesc cerintele mentionate in sectiunea 2 din prezentul capitol sau, dupd caz, care respectd
obligatiile prevazute in sectiunile 2 si 3 din capitolul V la un nivel cel putin echivalent cu acestea.

(6)  In cazul in care un stat membru considera ci o specificatie comuna nu indeplineste in totalitate cerintele previzute in
sectiunea 2 sau, dupd caz, nu respectd in totalitate obligatiile previzute in sectiunile 2 si 3 din capitolul V, acesta informeaza
Comisia in acest sens, furnizand o explicatie detaliatid. Comisia evalueaza informatiile respective si, daci este cazul, modificd
actul de punere in aplicare prin care se stabileste specificatia comund in cauza.

Articolul 42

Prezumtia de conformitate cu anumite cerinte

(1)  Sistemele de IA cu grad ridicat de risc care au fost antrenate si testate pe baza datelor care reflectd mediul geografic,
comportamental, contextual sau functional specific in care sunt destinate si fie utilizate sunt considerate a respecta cerintele
relevante prevazute la articolul 10 alineatul (4).

(2)  Sistemele de IA cu grad ridicat de risc care au fost certificate sau pentru care a fost emisd o declaratie de conformitate
in cadrul unui sistem de securitate ciberneticd in temeiul Regulamentului (UE) 2019/881, iar referintele aferente au fost
publicate in Jurnalul Oficial al Uniunii Europene, sunt considerate a respecta cerintele de securitate ciberneticd previzute la
articolul 15 din prezentul regulament in masura in care certificatul de securitate ciberneticd sau declaratia de conformitate
sau parti ale acestora vizeazd cerintele respective.
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Articolul 43

Evaluarea conformititii

(1)  Pentru sistemele de IA cu grad ridicat de risc enumerate la punctul 1 din anexa III, in cazul in care, pentru
a demonstra conformitatea unui sistem de IA cu grad ridicat de risc cu cerintele previzute in sectiunea 2, furnizorul
a aplicat standardele armonizate mentionate la articolul 40 sau, dupi caz, specificatiile comune mentionate la articolul 41,
furnizorul opteazd pentru una dintre urmatoarele proceduri de evaluare a conformitatii:

(a) controlul intern, mentionat in anexa VI; sau

(b) evaluarea sistemului de management al calitdtii §i examinarea documentatiei tehnice, cu implicarea unui organism
notificat, mentionatd in anexa VIL

Pentru a demonstra conformitatea unui sistem de IA cu grad ridicat de risc cu cerintele prevdzute in sectiunea 2, furnizorul
urmeazd procedura de evaluare a conformitdtii prevdzutd in anexa VII in urmatoarele cazuri:

(a) standardele armonizate mentionate la articolul 40 nu existd, iar specificatiile comune mentionate la articolul 41 nu sunt
disponibile;

(b) furnizorul nu a aplicat sau a aplicat doar o parte din standardul armonizat;
(c) specificatiile comune mentionate la litera (a) existd, dar furnizorul nu le-a aplicat;

(d) unul sau mai multe dintre standardele armonizate mentionate la litera (a) au fost publicate cu o restrictie si numai in
partea standardului care a fost restrictionata.

In sensul procedurii de evaluare a conformititii mentionate in anexa VII, furnizorul poate alege oricare dintre organismele
notificate. Cu toate acestea, in cazul in care sistemul de IA cu grad ridicat de risc este destinat si fie pus in functiune de citre
autorititile de aplicare a legii, de imigratie sau de azil, sau de citre institutiile, organele, oficiile sau agentiile Uniunii,
autoritatea de supraveghere a pietei mentionatd la articolul 74 alineatul (8) sau (9), dupd caz, actioneazd ca organism
notificat.

(2)  In cazul sistemelor de IA cu grad ridicat de risc mentionate la punctele 2-8 din anexa III, furnizorii urmeaza
procedura de evaluare a conformititii bazatd pe controlul intern, astfel cum se mentioneaz3 in anexa VI, care nu prevede
implicarea unui organism notificat.

(3)  In cazul sistemelor de IA cu grad ridicat de risc cdrora li se aplici actele juridice de armonizare ale Uniunii care
figureaza in anexa I sectiunea A, furnizorul urmeaza procedura de evaluare a conformitdtii relevantd, astfel cum se prevede
in actele juridice respective. Cerintele previzute in sectiunea 2 din prezentul capitol se aplicd acestor sisteme de IA cu grad
ridicat de risc si fac parte din evaluarea respectivd. Se aplicd, de asemenea, punctele 4.3, 4.4, 4.5 si punctul 4.6 al cincilea
paragraf din anexa VIL

In scopul evaludrii respective, organismele notificate care au fost notificate in temeiul respectivelor acte juridice au dreptul
de a controla conformitatea sistemelor de IA cu grad ridicat de risc cu cerintele previzute in sectiunea 2, cu conditia ca
respectarea de cdtre organismele notificate respective a cerintelor prevazute la articolul 31 alineatele (4), (10) si (11) sd fi
fost evaluatd in contextul procedurii de notificare in temeiul respectivelor acte juridice.

In cazul in care actele juridice care figureaza in anexa I sectiunea A permit fabricantului produsului s renunte la evaluarea
conformitdtii efectuatd de o parte tertd, cu conditia ca fabricantul respectiv si fi aplicat toate standardele armonizate care
vizeazd toate cerintele relevante, fabricantul respectiv poate recurge la aceastd optiune numai dacd a aplicat, de asemenea,
standardele armonizate sau, dupd caz, specificatiile comune mentionate la articolul 41, care vizeazd toate cerintele
previzute in sectiunea 2 din prezentul capitol.

(4)  Sistemele de IA cu grad ridicat de risc care au ficut deja obiectul unei proceduri de evaluare a conformitdtii sunt
supuse la o noud procedurd de evaluare a conformitdtii in cazul unei modificari substantiale, indiferent daci sistemul
modificat este destinat sd fie distribuit mai departe sau dacd implementatorul actual continud sd utilizeze sistemul
modificat.

In cazul sistemelor de IA cu grad ridicat de risc care continui si invete dupi ce au fost introduse pe piatd sau puse in
functiune, modificarile aduse sistemului de IA cu grad ridicat de risc si performantei acestuia care au fost predeterminate de
citre furnizor la momentul evaludrii initiale a conformitatii si care fac parte din informatiile continute in documentatia
tehnicd mentionatd la punctul 2 litera (f) din anexa IV nu constituie o modificare substantiala.

(5)  Comisia este imputernicitd si adopte acte delegate in conformitate cu articolul 97 in scopul modificirii anexelor VI si
VII prin actualizarea acestora avand in vedere progresele tehnice.
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(6)  Comisia este imputernicitd sd adopte acte delegate in conformitate cu articolul 97 pentru a modifica alineatele (1) si
(2) de la prezentul articol cu scopul de a supune sistemele de IA cu grad ridicat de risc mentionate la punctele 2-8 din
anexa IIl procedurii de evaluare a conformitdtii mentionate in anexa VII sau unor parti ale acesteia. Comisia adoptd astfel de
acte delegate tinand seama de eficacitatea procedurii de evaluare a conformititii bazate pe controlul intern mentionate in
anexa VI in ceea ce priveste prevenirea sau reducerea la minimum a riscurilor pentru sdnitate, sigurantd si protectia
drepturilor fundamentale pe care le prezintd astfel de sisteme, precum si de disponibilitatea capacitatilor si a resurselor
adecvate in cadrul organismelor notificate.

Articolul 44

Certificate

(1)  Certificatele eliberate de organismele notificate in conformitate cu anexa VII sunt redactate intr-o limb3 care poate fi
usor inteleasd de autoritdtile relevante din statul membru in care este stabilit organismul notificat.

(2)  Certificatele sunt valabile pe perioada pe care o indicd, care nu depdaseste cinci ani pentru sistemele de IA vizate de
anexa [ si patru ani pentru sistemele de IA vizate de anexa III. La solicitarea furnizorului, valabilitatea unui certificat poate fi
prelungitd pentru perioade suplimentare, fiecare dintre acestea nedepdsind cinci ani pentru sistemele de IA vizate de anexa
[ si patru ani pentru sistemele de IA vizate de anexa III, pe baza unei reevaludri in conformitate cu procedurile aplicabile de
evaluare a conformititii. Orice supliment la un certificat rimane valabil, cu conditia ca certificatul pe care il completeazi si
fie valabil.

(3)  In cazul in care un organism notificat constati ci un sistem de TA nu mai indeplineste cerintele previzute in
sectiunea 2, acesta, tindnd seama de principiul proportionalitatii, suspendd sau retrage certificatul eliberat sau impune
restrictii asupra acestuia, cu exceptia cazului in care indeplinirea cerintelor respective este asiguratd prin masuri corective
adecvate intreprinse de furnizorul sistemului intr-un termen adecvat stabilit de organismul notificat. Organismul notificat
comunicd motivele deciziei sale.

Se pune la dispozitie o cale de atac impotriva deciziilor organismelor notificate, inclusiv privind certificatele de

conformitate eliberate.

Articolul 45

Obligatii de informare care revin organismelor notificate
(1)  Organismele notificate informeazd autoritatea de notificare in legiturd cu:

(a) orice certificate de evaluare a documentatiei tehnice ale Uniunii, orice suplimente la certificatele respective si orice
aprobiri ale sistemului de management al calitdtii eliberate in conformitate cu cerintele din anexa VII;

(b) orice refuz, restrictie, suspendare sau retragere a unui certificat de evaluare a documentatiei tehnice al Uniunii sau a unei
aprobdri a unui sistem de management al calititii eliberatd in conformitate cu cerintele din anexa VII;

(c) orice circumstantd care afecteazd domeniul de aplicare sau conditiile notificarii;

(d) orice cerere de informatii pe care au primit-o de la autorititile de supraveghere a pietei cu privire la activititile de
evaluare a conformittii;

(e) la cerere, activititile de evaluare a conformitatii realizate in limita domeniului de aplicare al notificarii lor i orice altd
activitate realizatd, inclusiv activitdti transfrontaliere si subcontractare.

(2)  Fiecare organism notificat informeaza celelalte organisme notificate cu privire la:

(a) aprobdri ale sistemelor de management al calitdtii pe care le-a refuzat, suspendat sau retras si, la cerere, aprobari ale
sistemelor de management al calitdtii pe care le-a eliberat;

(b) certificatele de evaluare a documentatiei tehnice ale Uniunii sau orice suplimente la acestea, pe care le-a refuzat, retras,
suspendat sau restrictionat in alt mod si, la cerere, certificatele sifsau suplimentele la acestea pe care le-a eliberat.
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(3)  Fiecare organism notificat furnizeaza celorlalte organisme notificate care indeplinesc activitdti similare de evaluare
a conformitdtii, care vizeazd aceleasi tipuri de sisteme de IA, informatii relevante privind aspecte legate de rezultatele
negative ale evaludrilor conformititii si, la cerere, de rezultatele pozitive ale evaludrilor conformitatii.

(4)  Organismele notificate pastreazd confidentialitatea informatiilor pe care le obtin, in conformitate cu articolul 78.

Articolul 46

Derogare de la procedura de evaluare a conformititii

(1)  Prin derogare de la articolul 43 si pe baza unei cereri justificate in mod corespunzitor, orice autoritate de
supraveghere a pietei poate autoriza introducerea pe piatd sau punerea in functiune a anumitor sisteme de IA cu grad ridicat
de risc pe teritoriul statului membru in cauzd, din motive exceptionale de sigurantd publicd sau de protectie a vietii si
sdndtdtii persoanelor, de protectie a mediului sau de protectie a activelor industriale si de infrastructurd esentiale.
Autorizatia respectivd se acordd pentru o perioadd limitata, cat timp procedurile necesare de evaluare a conformitatii sunt
in desfisurare, tindnd seama de motivele exceptionale care justificd derogarea. Finalizarea procedurilor respective se
efectueazd fird intirzieri nejustificate.

(2)  Intr-o situatie de urgentd justificatd in mod corespunzitor din motive exceptionale de securitate publici sau in cazul
unei amenintdri specifice, substantiale si iminente la adresa vietii sau a sigurantei fizice a persoanelor fizice, autoritdtile de
aplicare a legii sau autoritatile de protectie civild pot pune in functiune un anumit sistem de IA cu grad ridicat de risc fard
autorizatia mentionatd la alineatul (1), cu conditia ca o astfel de autorizatie sd fie solicitatd in timpul utilizdrii sau dupa
aceasta, fard intarzieri nejustificate. in cazul in care autorizatia mentionati la alineatul (1) este refuzati, utilizarea sistemului
de TA cu grad ridicat de risc este opritd cu efect imediat si toate rezultatele si produsele obtinute in cadrul unei astfel de

utilizdri sunt inldturate imediat.

(3)  Autorizatia mentionatd la alineatul (1) se elibereazd numai in cazul in care autoritatea de supraveghere a pietei
concluzioneazd ci sistemul de IA cu grad ridicat de risc respectd cerintele din sectiunea 2. Autoritatea de supraveghere
a pietei informeazd Comisia si celelalte state membre cu privire la orice autorizatie eliberatd in temeiul alineatelor (1) si (2).
Aceastd obligatie nu vizeazd datele operationale sensibile legate de activitatile autoritdtilor de aplicare a legii.

(4)  In cazul in care, in termen de 15 zile calendaristice de la primirea informatiilor mentionate la alineatul (3), niciun stat
membru si nici Comisia nu ridicd obiectii cu privire la o autorizatie eliberatd de o autoritate de supraveghere a pietei
dintr-un stat membru in conformitate cu alineatul (1), autorizatia respectivd este consideratd justificatd.

(5)  In cazul in care, in termen de 15 zile calendaristice de la primirea notificirii mentionate la alineatul (3), sunt ridicate
obiectii de cdtre un stat membru impotriva unei autorizatii eliberate de o autoritate de supraveghere a pietei dintr-un alt stat
membru sau in cazul in care Comisia considerd cd autorizatia este contrard dreptului Uniunii sau ¢ concluzia statelor
membre cu privire la conformitatea sistemului, astfel cum se mentioneaza la alineatul (3), este nefondatd, Comisia initiazd
fard intarziere consultdri cu statul membru relevant. Operatorii in cauzd sunt consultati si au posibilitatea de a-si prezenta
punctele de vedere. In considerarea acestora, Comisia decide daci autorizatia este justificatd. Comisia comunici decizia sa
statelor membre in cauzd si operatorilor relevanti.

(6) In cazul in care Comisia considerd ci autorizatia este nejustificatd, aceasta este retrasi de cdtre autoritatea de
supraveghere a pietei din statul membru in cauza.

(7)  Pentru sistemele de IA cu grad ridicat de risc legate de produsele care fac obiectul actelor legislative de armonizare ale
Uniunii mentionate in anexa [ sectiunea A, se aplicd numai derogdri de la procedurile de evaluare a conformititii stabilite in
respectivele acte legislative de armonizare ale Uniunii.

Articolul 47

Declaratia de conformitate UE

(1)  Furnizorul intocmeste o declaratie de conformitate UE elaboratd intr-un format prelucrabil automat, cu semnaturd
fizicd sau electronicd pentru fiecare sistem de IA cu grad ridicat de risc si o pune la dispozitia autoritdtilor nationale
competente pe o perioadd de 10 ani dupd introducerea pe piatd sau punerea in functiune a sistemului de IA cu grad ridicat
de risc. Declaratia de conformitate UE identifica sistemul de IA cu grad ridicat de risc pentru care a fost intocmitd. O copie
a declaratiei de conformitate UE este transmisd autoritdtilor nationale competente relevante, la cerere.
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(2)  Declaratia de conformitate UE precizeazd cd sistemul de IA cu grad ridicat de risc in cauzi indeplineste cerintele
prevazute in sectiunea 2. Declaratia de conformitate UE contine informatiile prevdzute in anexa V si se traduce intr-o limba
care poate fi usor inteleasd de autoritdtile nationale competente din statele membre in care se introduce pe piatd sau se pune
la dispozitie sistemul de IA cu grad ridicat de risc.

(3)  In cazul in care sistemele de IA cu grad ridicat de risc fac obiectul altor acte legislative de armonizare ale Uniunii care
necesitd, de asemenea, o declaratie de conformitate UE, se redacteazd o singurd declaratie de conformitate UE in legaturd cu
toate actele legislative ale Uniunii aplicabile sistemului de IA cu grad ridicat de risc. Declaratia contine toate informatiile
necesare pentru identificarea actelor legislative de armonizare ale Uniunii cu care are legdturd declaratia.

(4)  Prin redactarea declaratiei de conformitate UE, furnizorul isi asumd responsabilitatea pentru conformitatea cu
cerintele prevdzute in sectiunea 2. Furnizorul actualizeazd in permanentd declaratia de conformitate UE, dupd caz.

(5)  Comisia este imputernicitd si adopte acte delegate in conformitate cu articolul 97 pentru a modifica anexa V prin
actualizarea continutului declaratiei de conformitate UE prevazute in anexa mentionatd, pentru a introduce elemente care
devin necesare avand in vedere progresele tehnice.

Articolul 48
Marcajul CE

(1) Marcajul CE face obiectul principiilor generale prevazute la articolul 30 din Regulamentul (CE) nr. 765/2008.

(2)  In cazul sistemelor de IA cu grad ridicat de risc furnizate digital se utilizeazd un marcaj CE digital numai daci poate fi
accesat cu ugurintd prin intermediul interfetei de la care este accesat sistemul respectiv sau printr-un cod usor accesibil,
prelucrabil automat, sau prin alte mijloace electronice.

(3)  Marcajul CE se aplicd in mod vizibil, lizibil si indelebil pe sistemele de IA cu grad ridicat de risc. In cazul in care acest
lucru nu este posibil sau justificat din considerente tinind de natura sistemului de IA cu grad ridicat de risc, marcajul se
aplicd pe ambalaj sau pe documentele de insotire, dupd caz.

(4)  Dacd este cazul, marcajul CE este urmat de numdrul de identificare al organismului notificat responsabil de
procedurile de evaluare a conformititii mentionate la articolul 43. Numdrul de identificare al organismului notificat se
aplicd chiar de cdtre organism sau, la instructiunile acestuia, de citre furnizor sau reprezentantul autorizat al furnizorului.
De asemenea, numdrul de identificare se indicd in orice material promotional care mentioneaza ci sistemul de IA cu grad
ridicat de risc indeplineste cerintele aferente marcajului CE.

(5)  In cazul in care sistemele de TA cu grad ridicat de risc fac obiectul altor acte legislative ale Uniunii care previd de
asemenea aplicarea marcajului CE, acesta indicd faptul cd sistemele de IA cu grad ridicat de risc indeplinesc si cerintele
celorlalte acte legislative.

Articolul 49

Inregistrare

(1)  TInainte de a introduce pe piatd sau de a pune in functiune un sistem de IA cu grad ridicat de risc care figureazi in
anexa III, cu exceptia sistemelor de IA cu grad ridicat de risc mentionate in anexa III punctul 2, furnizorul si, dupi caz,
reprezentantul autorizat se inregistreazd pe sine, aldturi de sistemul lor in baza de date a UE mentionati la articolul 71.

(2)  Tnainte de a introduce pe piatd sau de a pune in functiune un sistem de IA pentru care furnizorul a concluzionat ci
nu prezintd un grad ridicat de risc in conformitate cu articolul 6 alineatul (3), furnizorul respectiv sau, dupd caz,
reprezentantul autorizat se inregistreazd pe sine, aldturi de sistemul respectiv in baza de date a UE mentionatd la articolul
71.

(3)  Inainte de a pune in functiune sau de a utiliza un sistem de IA cu grad ridicat de risc care figureazi in anexa III, cu
exceptia sistemelor de 1A cu grad ridicat de risc care figureazd in anexa IIl punctul 2, implementatorii care sunt autoritati
publice, institutii, organe, oficii sau agentii ale Uniunii ori persoane care actioneazd in numele acestora se inregistreazi,
selecteazd sistemul si inregistreazd utilizarea acestuia in baza de date a UE mentionatd la articolul 71.
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(4)  Pentru sistemele de IA cu grad ridicat de risc mentionate la punctele 1, 6 si 7 din anexa III, in domeniul aplicdrii legii,
al migratiei, al azilului si al gestiondrii controlului la frontiere, inregistrarea mentionata la alineatele (1), (2) si (3) de la
prezentul articol se realizeaza in cadrul unei sectiuni securizate, care nu este accesibild publicului, a bazei de date a UE
mentionate la articolul 71 si include numai urmitoarele informatii, dupd caz, mentionate la:

(a) sectiunea A punctele 1-10 din anexa VIII, cu exceptia punctelor 6, 8 si 9;
(b) sectiunea B punctele 1-5, 8 si 9 din anexa VIII;

(c) sectiunea C punctele 1-3 din anexa VIII;

(d) punctele 1, 2, 3 si 5 din anexa IX.

Numai Comisia si autorititile nationale mentionate la articolul 74 alineatul (8) au acces la sectiunile restrictionate respective
ale bazei de date a UE care figureazd la primul paragraf de la prezentul alineat.

(5)  Sistemele de IA cu grad ridicat de risc mentionate la punctul 2 din anexa III se inregistreazd la nivel national.

CAPITOLUL IV
OBLIGATII DE TRANSPARENTA PENTRU FURNIZORII SI IMPLEMENTATORII ANUMITOR SISTEME DE 1A

Articolul 50

Obligatii de transparentd pentru furnizorii si implementatorii anumitor sisteme de IA

(1)  Furnizorii se asigurd cd sistemele de IA destinate sd interactioneze direct cu persoane fizice sunt proiectate si
dezvoltate astfel incat persoanele fizice in cauzd si fie informate cd interactioneazd cu un sistem de IA, cu exceptia cazului
in care acest lucru este evident din punctul de vedere al unei persoane fizice rezonabil de bine informatd, de atenta si de
avizatd, tinand seama de circumstantele si contextul de utilizare. Aceastd obligatie nu se aplicd sistemelor de IA autorizate
prin lege pentru a depista, a preveni, a investiga sau a urmari penal infractiunile, sub rezerva unor garantii adecvate pentru
drepturile si libertdtile tertilor, cu exceptia cazului in care aceste sisteme sunt disponibile publicului pentru a denunta
o infractiune.

(2)  Furnizorii de sisteme de IA, inclusiv de sisteme de IA de uz general, care genereaza continut sintetic in format audio,
imagine, video sau text, se asigurd cd rezultatele sistemului de IA sunt marcate intr-un format prelucrabil automat si
detectabile ca fiind generate sau manipulate artificial. Furnizorii se asigurd ci solutiile lor tehnice sunt eficace,
interoperabile, solide si fiabile, in misura in care acest lucru este fezabil din punct de vedere tehnic, tinind seama de
particularititile si limitdrile diferitelor tipuri de continut, de costurile de punere in aplicare si de stadiul de avansare general
recunoscut al tehnologiei, astfel cum poate fi reflectat in standardele tehnice relevante. Aceastd obligatie nu se aplicd in
mdsura in care sistemele de IA indeplinesc o functie de asistare pentru editarea standard sau nu modificd in mod substantial
datele de intrare furnizate de implementator sau semantica acestora sau in cazul in care sunt autorizate prin lege si
depisteze, sd prevind, sd investigheze sau sd urmdreascd penal infractiunile.

(3)  Implementatorii unui sistem de recunoastere a emotiilor sau ai unui sistem de clasificare biometricd informeaza
persoanele fizice expuse sistemului respectiv cu privire la functionarea acestuia si prelucreazd datele cu caracter personal in
conformitate cu Regulamentele (UE) 2016/679 si (UE) 2018/1725 si cu Directiva (UE) 2016/680, dupd caz. Aceastd
obligatie nu se aplicd sistemelor de IA utilizate pentru clasificarea biometricd i recunoasterea emotiilor, care sunt autorizate
prin lege sd depisteze, sd prevind sau si investigheze infractiunile, sub rezerva unor garantii adecvate pentru drepturile si
libertatile tertilor §i in conformitate cu dreptul Uniunii.

(4)  Implementatorii unui sistem de IA care genereazd sau manipuleazi imagini, continuturi audio sau video care
constituie deepfake-uri dezvaluie faptul cd respectivul continut a fost generat sau manipulat artificial. Aceastd obligatie nu se
aplicd in cazul in care utilizarea este autorizatd prin lege pentru depistarea, prevenirea, investigarea sau urmdrirea penald
a infractiunilor. In cazul in care continutul face parte dintr-o operd sau dintr-un program de o viditd naturd artistic,
creativd, satiricd, fictivd sau analogd, obligatiile de transparentd prevazute la prezentul alineat se limiteazd la divulgarea
existentei unui astfel de continut generat sau manipulat intr-un mod adecvat, care si nu impiedice afisarea sau receptarea
operei.

Implementatorii unui sistem de IA care genereazd sau manipuleazd texte publicate cu scopul de a informa publicul cu
privire la chestiuni de interes public dezviluie faptul ca textul a fost generat sau manipulat artificial. Aceastd obligatie nu se
aplicd in cazul in care utilizarea este autorizatd prin lege pentru a depista, a preveni, a investiga sau a urmdri penal
infractiunile sau in cazul in care continutul generat de IA a fost supus unui proces de verificare editoriald sau revizuire
umani si responsabilitatea editoriald pentru publicarea continutului este detinutd de o persoand fizici sau juridica.
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(5)  Informatiile mentionate la alineatele (1)-(4) sunt furnizate persoanelor fizice in cauzi intr-un mod clar si distinct, cel
tarziu in momentul primei interactiuni sau al primei expuneri. Informatiile trebuie si respecte ceringele de accesibilitate
aplicabile.

(6)  Alineatele (1)-(4) nu aduc atingere cerintelor si obligatiilor previzute in capitolul IIl si nici altor obligatii de
transparentd pentru implementatorii de sisteme de IA prevdzute in dreptul Uniunii sau in dreptul intern.

(7)  Oficiul pentru IA incurajeazd si faciliteazd elaborarea de coduri de bune practici la nivelul Uniunii pentru a facilita
punerea in aplicare efectivd a obligatiilor privind depistarea si etichetarea continutului generat sau manipulat artificial.
Comisia poate sd adopte acte de punere in aplicare pentru a aproba respectivele coduri de bune practici in conformitate cu
procedura previazutd la articolul 56 alineatul (6). In cazul in care considerd cd codul nu este adecvat, Comisia poate sd
adopte un act de punere in aplicare care sd precizeze normele comune pentru punerea in aplicare a obligatiilor respective,
in conformitate cu procedura de examinare prevazutd la articolul 98 alineatul (2).

CAPITOLUL V
MODELE DE IA DE UZ GENERAL

SECTIUNEA 1

Norme de clasificare

Articolul 51

Clasificarea modelelor de IA de uz general ca modele de IA de uz general cu risc sistemic

(1)  Unmodel de IA de uz general este clasificat drept model de IA de uz general cu risc sistemic dacd indeplineste oricare
dintre urmdtoarele conditii:

(a) are capabilitdti cu impact ridicat evaluate pe baza unor instrumente si metodologii tehnice adecvate, inclusiv a unor
indicatori si valori de referint3;

(b) pe baza unei decizii a Comisiei, ex officio sau In urma unei alerte calificate din partea grupului stiintific, are capabilitati
sau un impact echivalente cu cele previzute la litera (a), avand in vedere criteriile stabilite in anexa XIIL

(2)  Se considerd ci un model de IA de uz general are capabilitdti cu impact ridicat in temeiul alineatului (1) litera (a)
atunci cand volumul cumulat de calcul utilizat pentru antrenarea sa mdsurat in operatii in virguld mobild este mai mare de
10%.

(3)  Comisia adoptd acte delegate in conformitate cu articolul 97 pentru a modifica pragurile care figureazi la alineatele
(1) si (2) de la prezentul articol, precum si pentru a completa valorile de referintd si indicatorii avand in vedere evolutiile
tehnologice constante, cum ar fi imbunatatirile algoritmice sau eficienta sporitd a hardware-ului, atunci cand este necesar,
astfel incat pragurile respective si reflecte stadiul cel mai avansat al tehnologiei.

Articolul 52

Proceduri

(1) In cazul in care un model de IA de uz general indeplineste conditia mentionata la articolul 51 alineatul (1) litera (a),
furnizorul relevant informeazd Comisia fird intarziere si, in orice caz, in termen de doud sdptimani de la indeplinirea
cerintei respective sau de la data la care se constatd faptul cd va fi indeplinitd. Notificarea respectivd include informatiile
necesare pentru a demonstra cd a fost indeplinita cerinta relevantd. In cazul in care ia cunostintd de un model de IA de uz
general care prezintd riscuri sistemice cu privire la care nu a fost notificatd, Comisia poate decide sd il desemneze drept
model prezentand risc sistemic.

(2)  Furnizorul unui model de IA de uz general care indeplineste conditia mentionatd la articolul 51 alineatul (1) litera (a)
poate prezenta, odatd cu notificarea sa, argumente suficient de intemeiate pentru a demonstra cd, in mod exceptional, desi
indeplineste cerinta respectivd, modelul de IA de uz general nu prezinta riscuri sistemice, avand in vedere caracteristicile sale
specifice si, prin urmare, nu ar trebui sd fie clasificat drept model de IA de uz general cu risc sistemic.
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(3)  In cazul in care concluzioneazi ci argumentele prezentate in temeiul alineatului (2) nu sunt suficient de intemeiate,
iar furnizorul relevant nu a fost in masurd sd demonstreze cd modelul de IA de uz general nu prezintd riscuri sistemice,
avand in vedere caracteristicile sale specifice, Comisia respinge argumentele respective, iar modelul de IA de uz general este
considerat un model de IA de uz general cu risc sistemic.

(4)  Comisia poate desemna un model de IA de uz general ca prezentand riscuri sistemice, ex officio sau in urma unei
alerte calificate din partea grupului stiintific in temeiul articolului 90 alineatul (1) litera (a), pe baza criteriilor stabilite in
anexa XIII.

Comisia este imputernicitd sd adopte acte delegate in conformitate cu articolul 97 pentru a modifica anexa XIII prin
precizarea si actualizarea criteriilor previzute in anexa mentionata.

(5)  La cererea motivatd a unui furnizor al cdrui model a fost desemnat drept model de IA de uz general cu risc sistemic in
temeiul alineatului (4), Comisia ia in considerare cererea si poate decide sd reevalueze dacd modelul de IA de uz general
poate fi considerat in continuare ca prezentdnd riscuri sistemice pe baza criteriilor prevdzute in anexa XIII. O astfel de
cerere contine motive obiective, detaliate §i noi care au survenit dupd decizia de desemnare. Furnizorii pot solicita
reevaluarea cel mai devreme la sase luni de la decizia de desemnare. in cazul in care, in urma reevaluirii sale, Comisia decide
sd mentind desemnarea drept model de IA de uz general cu risc sistemic, furnizorii pot solicita reevaluarea cel mai devreme
la sase luni de la decizia respectiva.

(6)  Comisia se asigurd cd se publici o listd a modelelor de IA de uz general cu risc sistemic si actualizeazi lista respectiva,
fard a aduce atingere necesitdtii de a respecta si de a proteja drepturile de proprietate intelectuald si informatiile comerciale
confidentiale sau secretele comerciale in conformitate cu dreptul Uniunii si cu dreptul intern.

SECTIUNEA 2
Obligatiile furnizorilor de modele de IA de uz general

Articolul 53

Obligatiile furnizorilor de modele de IA de uz general
(1)  Furnizorii de sisteme de IA de uz general:

(a) realizeazd si actualizeazd documentatia tehnicd a modelului, inclusiv procesul vizand antrenarea si testarea sa, precum si
rezultatele evaludrii sale, care contin cel putin informatiile previzute in anexa XI in scopul de a le furniza, la cerere,
Oficiului pentru IA si autoritdtilor nationale competente;

(b) elaboreazd, actualizeazd si pun la dispozitie informatii si documentatie destinate furnizorilor de sisteme de IA care
intentioneazd si integreze modelul de TA de uz general in sistemele lor de IA. Fird a aduce atingere necesititii de
a respecta si de a proteja drepturile de proprietate intelectuald si informatiile comerciale confidentiale sau secretele
comerciale in conformitate cu dreptul Uniunii §i cu dreptul intern, informatiile si documentatia:

(i) le permit furnizorilor de sisteme de IA si inteleagd bine capabilititile si limitdrile modelului de IA de uz general si sd
respecte obligatiile care le revin in temeiul prezentului regulament; si

(ii) contin cel putin elementele previzute in anexa XII;

(c) pun in aplicare o politicd vizand respectarea dreptului Uniunii privind drepturile de autor i drepturile conexe si, in
special, identificarea si respectarea, inclusiv pe baza stadiului cel mai avansat al tehnologiei, a unei rezerviri
a drepturilor exprimate in temeiul articolului 4 alineatul (3) din Directiva (UE) 2019/790;

(d) elaboreazd si pun la dispozitia publicului un rezumat suficient de detaliat cu privire la continutul utilizat pentru
antrenarea modelului de TA de uz general, in conformitate cu un model furnizat de Oficiul pentru IA.
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(2)  Obligatiile prevazute la alineatul (1) literele (a) si (b) nu se aplica furnizorilor de modele de IA care sunt lansate sub
licentd liberd si deschisd permitand accesul, utilizarea, modificarea si distributia modelelor respective si ai caror parametri,
inclusiv ponderile si informatiile privind arhitectura modelelor si utilizarea acestora, sunt pusi la dispozitia publicului.
Aceastd exceptie nu se aplicd modelelor de IA de uz general cu risc sistemic.

(3)  Furnizorii de modele de IA de uz general coopereazd, dupd caz, cu Comisia si cu autorititile nationale competente in
exercitarea competentelor si a prerogativelor lor in temeiul prezentului regulament.

(4)  Furnizorii de modele de IA de uz general se pot baza pe coduri de bune practici in sensul articolului 56 pentru
a demonstra respectarea obligatiilor previzute la alineatul (1) de la prezentul articol, pani la publicarea unui standard
armonizat. Respectarea standardelor europene armonizate oferd furnizorilor prezumtia de conformitate, in masura in care
standardele respective vizeazd obligatiile respective. Furnizorii de modele de IA de uz general care nu aderd la un cod de
bune practici aprobat sau nu respectd un standard european armonizat demonstreaza existenta unor mijloace alternative
adecvate de conformitate spre a fi evaluate de Comisie.

(5)  In scopul facilitdrii respectirii anexei XI, in special a punctului 2 literele (d) si (¢), Comisia este imputernicita s adopte
acte delegate in conformitate cu articolul 97 pentru a detalia metodologiile de masurare si de calculare, astfel incat
documentatiile si poatd fi comparabile si verificabile.

(6)  Comisia este imputernicitd sd adopte acte delegate in conformitate cu articolul 97 alineatul (2) pentru a modifica
anexele XI si XII avand in vedere evolutiile tehnologice constante.

(7)  Orice informatii sau documentatie obtinute in temeiul prezentului articol, inclusiv secretele comerciale, sunt tratate
in conformitate cu obligatiile de confidentialitate prevazute la articolul 78.

Articolul 54

Reprezentantii autorizati ai furnizorilor de modele de IA de uz general

(1)  Tnainte de a pune la dispozitie un model de TA de uz general pe piata Uniunii, furnizorii stabiliti in tiri terte
desemneazd, prin mandat scris, un reprezentant autorizat stabilit in Uniune.

(2)  Furnizorul permite reprezentantului sdu autorizat si indeplineascd sarcinile prevazute in mandatul primit de la
furnizor.

(3)  Reprezentantul autorizat indeplineste sarcinile prevdzute in mandatul primit de la furnizor. Acesta furnizeazd
Oficiului pentru IA, la cerere, o copie a mandatului, intr-una din limbile oficiale ale institutiilor Uniunii. In sensul
prezentului regulament, mandatul il imputerniceste pe reprezentantul autorizat si indeplineascd urmatoarele sarcini:

(a) sd verifice dacd a fost intocmitd documentatia tehnica specificatd in anexa XI si dacd au fost indeplinite de citre furnizor
toate obligatiile mentionate la articolul 53 si, dupa caz, la articolul 55;

(b) sd pastreze la dispozitia Oficiului pentru IA si a autoritdtilor nationale competente o copie a documentatiei tehnice
specificate in anexa XI pentru o perioadd de 10 ani dupd introducerea pe piatd a modelului de IA de uz general, precum
si datele de contact ale furnizorului care a desemnat reprezentantul autorizat;

(c) sd furnizeze Oficiului pentru IA, in urma unei cereri motivate, toate informatiile si documentatia, inclusiv cele
mentionate la litera (b), necesare pentru a demonstra respectarea de catre furnizor a obligatiilor previzute in prezentul
capitol;

(d) sd coopereze cu Oficiul pentru IA si cu autoritatile competente, in urma unei cereri motivate, cu privire la orice actiune
intreprinsd de acestea in legdturd cu un model de IA de uz general, inclusiv atunci cand modelul este integrat in
sistemele de IA introduse pe piatd sau puse in functiune in Uniune.

(4)  Mandatul imputerniceste reprezentantul autorizat s fie contactat, pe langd furnizor sau in locul acestuia, de citre
Oficiul pentru IA sau autoritdtile competente, cu referire la toate aspectele legate de asigurarea conformitatii cu prezentul
regulament.
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(5)  Reprezentantul autorizat isi reziliazd mandatul daci considerd sau are motive sd considere ci furnizorul actioneaza
contrar obligatiilor care ii revin in temeiul prezentului regulament. Intr-un astfel de caz, el informeazd imediat Oficiul
pentru IA cu privire la rezilierea mandatului si la motivele acesteia.

(6)  Obligatia prevazuti la prezentul articol nu se aplici furnizorilor de modele de IA de uz general care sunt lansate sub
licentd liberd i cu sursd deschisd permitand accesul, utilizarea, modificarea si distributia modelelor respective si ai ciror
parametri, inclusiv ponderile si informatiile privind arhitectura modelelor si utilizarea acestora, sunt pusi la dispozitia
publicului, cu exceptia cazului in care modelele de IA de uz general prezinta riscuri sistemice.

SECTIUNEA 3

Obligatiile furnizorilor de modele de IA de uz general cu risc sistemic

Articolul 55

Obligatiile furnizorilor de modele de IA de uz general cu risc sistemic
(1)  Pe langd obligatiile enumerate la articolele 53 si 54, furnizorii de modele de IA de uz general cu risc sistemic:

(a) efectueazd evaluarea modelelor in conformitate cu protocoale si instrumente standardizate care reflectd stadiul de
avansare al tehnologiei, inclusiv prin efectuarea de testdri contradictorii ale modelelor si documentarea acestora, in
vederea identificdrii si atenudrii riscurilor sistemice;

(b) evalueazd si atenueazd posibilele riscuri sistemice la nivelul Uniunii, inclusiv sursele acestora, care pot decurge din
dezvoltarea, introducerea pe piatd sau utilizarea unor modele de IA de uz general cu risc sistemic;

(c) urmdresc, documenteazd si raporteazd fird intdrzieri nejustificate Oficiului pentru IA si, dupd caz, autoritdtilor
nationale competente, informatii relevante cu privire la incidentele grave si la posibilele masuri corective pentru a le
aborda;

(d) asigurd un nivel adecvat de protectie a securitdtii cibernetice pentru modelele de IA de uz general cu risc sistemic si
pentru infrastructura fizicd a modelelor.

(2)  Furnizorii de modele de IA de uz general cu risc sistemic se pot baza pe coduri de bune practici in sensul articolului
56 pentru a demonstra respectarea obligatiilor previzute la alineatul (1) de la prezentul articol, pand la publicarea unui
standard armonizat. Respectarea standardelor europene armonizate oferd furnizorilor prezumtia de conformitate, in
mdsura in care standardele respective vizeaza obligatiile respective. Furnizorii de modele de IA de uz general cu risc sistemic
care nu aderd la un cod de bune practici aprobat sau nu respectd un standard european armonizat demonstreazd existenta
unor mijloace alternative adecvate de conformitate, spre a fi evaluate de Comisie.

(3)  Orice informatii sau documentatie obtinute in temeiul prezentului articol, inclusiv secretele comerciale, sunt tratate
Ji

n conformitate cu obligatiile de confidentialitate prevazute la articolul 78.

SECTIUNEA 4

Coduri de bune practici

Articolul 56

Coduri de bune practici

(1)  Oficiul pentru IA incurajeaza si faciliteaza elaborarea de coduri de bune practici la nivelul Uniunii pentru a contribui
la aplicarea corespunzitoare a prezentului regulament, tinind seama de abordirile internationale.

(2)  Oficiul pentru IA si Consiliul IA urmiresc s se asigure cd codurile de bune practici vizeazd cel putin obligatiile
previzute la articolele 53 si 55, inclusiv urmdtoarele aspecte:
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(a) mijloacele de asigurare a faptului ci informatiile mentionate la articolul 53 alineatul (1) literele (a) si (b) sunt actualizate
avand in vedere evolutiile tehnologice si ale pietei;

(b) nivelul adecvat de detaliere a rezumatului cu privire la continutul utilizat pentru antrenare;

(c) identificarea tipului si naturii riscurilor sistemice la nivelul Uniunii, inclusiv a surselor acestora, dupd caz;

(d) miasurile, procedurile si modalititile pentru evaluarea si gestionarea riscurilor sistemice la nivelul Uniunii, inclusiv
documentatia aferentd, care sunt proportionale cu riscurile, iau in considerare gravitatea si probabilitatea acestora,
precum si provocdrile specifice legate de abordarea acestor riscuri, avand in vedere modurile posibile in care astfel de
riscuri pot apdrea si se pot materializa de-a lungul lantului valoric al IA.

(3)  Oficiul pentru IA poate invita toti furnizorii de modele de IA de uz general, precum si autoritdtile nationale
competente relevante, sd participe la elaborarea de coduri de bune practici. Organizatiile societdtii civile, industria, mediul
academic si alte parti interesate relevante, cum ar fi furnizorii din aval si expertii independenti, pot sprijini procesul.

(4)  Oficiul pentru IA si Consiliul IA urmaresc sd se asigure cd codurile de bune practici stabilesc in mod clar obiectivele
lor specifice, contin angajamente sau masuri, inclusiv indicatori-cheie de performantd, dupa caz, pentru a asigura realizarea
obiectivelor respective si cd acestea tin seama in mod corespunzitor de nevoile si interesele tuturor partilor interesate,
inclusiv ale persoanelor afectate, la nivelul Uniunii.

(5)  Oficiul pentru IA urmdreste sd se asigure cd participantii la codurile de bune practici raporteazd periodic Oficiului
pentru IA cu privire la punerea in aplicare a angajamentelor si a masurilor luate si a rezultatelor acestora, inclusiv astfel cum
sunt mdsurate in raport cu indicatorii-cheie de performantd, dupd caz. Indicatorii-cheie de performantd si obligatiile de
raportare reflectd diferentele de dimensiune si de capacitate dintre diferitii participanti.

(6)  Oficiul pentru IA si Consiliul IA monitorizeazd si evalueazd periodic indeplinirea obiectivelor codurilor de bune
practici de citre participanti si contributia acestora la aplicarea corespunzitoare a prezentului regulament. Oficiul pentru IA
si Consiliul IA evalueaza dacd codurile de bune practici vizeazd obligatiile prevdzute la articolele 53 si 55 si monitorizeazd
si evalueazd periodic indeplinirea obiectivelor lor. Acestea publicd evaluarea caracterului adecvat al codurilor de bune
practici.

Comisia poate, prin intermediul unui act de punere in aplicare, sd aprobe un cod de bune practici si ii poate conferi
o valabilitate generald in cadrul Uniunii. Actul de punere in aplicare respectiv se adoptd in conformitate cu procedura de
examinare mentionatd la articolul 98 alineatul (2).

(7)  Oficiul pentru IA poate invita toti furnizorii de modele de IA de uz general sd adere la codurile de bune practici.
Pentru furnizorii de modele de IA de uz general care nu prezintd riscuri sistemice, aderarea respectivd se poate limita la
obligatiile prevdzute la articolul 53, cu exceptia cazului in care acestia isi declard in mod explicit interesul de a adera la
codul integral.

(8)  De asemenea, Oficiul pentru IA incurajeazd si faciliteazd, dupd caz, revizuirea si adaptarea codurilor de bune practici,
in special in lumina standardelor emergente. Oficiul pentru IA contribuie la evaluarea standardelor disponibile.

(9)  Codurile de bune practici sunt pregitite cel tirziu pand la 2 mai 2025. Oficiul pentru IA face demersurile necesare,
inclusiv prin invitarea furnizorilor in temeiul alineatului (7).

In cazul in care, pani la 2 august 2025, nu poate fi finalizat un cod de bune practici sau in cazul in care Oficiul pentru IA
considerd, in urma evaludrii sale in temeiul alineatului (6) de la prezentul articol, cd acesta nu este adecvat, Comisia poate
prevedea, prin intermediul unor acte de punere in aplicare, norme comune pentru punerea in aplicare a obligatiilor
previzute la articolele 53 si 55, inclusiv aspectele previzute la alineatul (2) de la prezentul articol. Actele de punere in
aplicare respective se adoptd in conformitate cu procedura de examinare mentionatd la articolul 98 alineatul (2).
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CAPITOLUL VI
MASURI DE SPRIJINIRE A INOVARII

Articolul 57

Spatiile de testare in materie de reglementare in domeniul IA

(1)  Statele membre se asigurd cd autoritdtile lor competente instituie cel putin un spatiu de testare in materie de
reglementare in domeniul IA la nivel national, care este operational pana la 2 august 2026. Spatiul de testare respectiv poate
fi instituit, de asemenea, impreund cu autoritdtile competente din alte state membre. Comisia poate oferi sprijin tehnic,
consiliere si instrumente pentru instituirea si exploatarea spatiilor de testare in materie de reglementare in domeniul IA.

Obligatia previzutd la primul paragraf poate fi indeplinitd si prin participarea la un spatiu de testare existent, in masura in
care aceastd participare asigurd un nivel echivalent de acoperire nationald pentru statele membre participante.

(2)  De asemenea, pot fi instituite spatii de testare suplimentare in materie de reglementare in domeniul IA la nivel
regional sau local sau impreund cu autorititile competente din alte state membre.

(3)  Autoritatea Europeand pentru Protectia Datelor poate, de asemenea, sd instituie un spatiu de testare in materie de
reglementare in domeniul IA pentru institutiile, organele, oficiile si agentiile Uniunii si poate si exercite rolurile i sarcinile
autoritatilor nationale competente in conformitate cu prezentul capitol.

(4)  Statele membre se asigurd cd autoritdtile competente mentionate la alineatele (1) si (2) alocd resurse suficiente pentru
a se conforma prezentului articol in mod eficace si in timp util. Dupd caz, autorititile nationale competente coopereaza cu
alte autoritati relevante si pot permite implicarea altor actori din ecosistemul de IA. Prezentul articol nu aduce atingere altor
spatii de testare in materie de reglementare instituite in temeiul dreptului Uniunii sau al dreptului intern. Statele membre
asigurd un nivel adecvat de cooperare intre autorititile care supravegheazd aceste alte spatii de testare si autorititile
nationale competente.

(5)  Spatiile de testare in materie de reglementare in domeniul 1A instituite in temeiul alineatului (1) prevdd un mediu
controlat care promoveazd inovarea si faciliteazd dezvoltarea, antrenare, testarea si validarea sistemelor de IA inovatoare
pentru o perioadd limitatd de timp inainte de introducerea lor pe piatd sau de punerea lor in functiune in temeiul unui plan
specific privind spatiul de testare convenit intre furnizori sau furnizorii potentiali si autoritatea competenta. Astfel de spatii
de testare pot include testarea in conditii reale supravegheatd in spatiul de testare.

(6)  Autoritatile competente oferd, dupd caz, orientdri, supraveghere si sprijin in cadrul spatiului de testare in materie de
reglementare in domeniul IA in vederea identificirii riscurilor, in special in ceea ce priveste drepturile fundamentale,
sdndtatea si siguranta, in vederea testdrii, precum si in vederea unor mdsuri de atenuare si a asigurdrii eficacitatii acestora in
ceea ce priveste obligatiile si cerintele prezentului regulament si, dupa caz, ale altor dispozitii din dreptul Uniunii si dreptul
intern care fac obiectul supravegherii in cadrul spatiului de testare.

(7)  Autoritatile competente oferd furnizorilor si potentialilor furnizori care participa la spatiul de testare in materie de
reglementare in domeniul IA orientdri privind asteptdrile in materie de reglementare si modul de indeplinire a cerintelor si
a obligatiilor prevazute in prezentul regulament.

La cererea furnizorului sau a potentialului furnizor al sistemului de IA, autoritatea competenta furnizeazd o dovada scrisd
a activitatilor desfisurate cu succes in spatiul de testare. Autoritatea competentd furnizeazd, de asemenea, un raport de iesire
care detaliazd activitdtile desfagurate in spatiul de testare, precum si realizdrile si rezultatele invatarii aferente. Furnizorii pot
utiliza o astfel de documentatie pentru a demonstra ci respectd prezentul regulament prin intermediul procesului de
evaluare a conformitdtii sau al activititilor relevante de supraveghere a pietei. In acest sens, rapoartele de iesire si dovezile
scrise furnizate de autoritatea nationald competentd sunt luate in considerare in mod pozitiv de citre autoritdtile de
supraveghere a pietei si de citre organismele notificate, in vederea accelerdrii procedurilor de evaluare a conformititii intr-o
mdsurd rezonabild.

(8)  Sub rezerva dispozitiilor privind confidentialitatea de la articolul 78 si cu acordul furnizorului sau al potentialului
furnizor, Comisia si Consiliul IA sunt autorizate si acceseze rapoartele de iesire si le iau in considerare, dupd caz, atunci
cand isi exercitd atributiile in temeiul prezentului regulament. Daci atat furnizorul sau potentialul furnizor, cat si autoritatea
nationald competentd isi dau acordul in mod explicit, raportul de iesire poate fi pus la dispozitia publicului prin intermediul
platformei unice de informare mentionate la prezentul articol.

(9)  Instituirea spatiilor de testare in materie de reglementare in domeniul IA urmdreste si contribuie la urmdtoarele
obiective:

(a) imbundtitirea securititii juridice pentru a asigura conformitatea normativa cu prezentul regulament sau, dupa caz, cu
alte dispozitii aplicabile din dreptul Uniunii si din dreptul intern;
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(b) sprijinirea schimbului de bune practici prin cooperarea cu autorititile implicate in spatiul de testare in materie de
reglementare in domeniul IA;

(c) stimularea inovdrii si a competitivitdtii si facilitarea dezvoltdrii unui ecosistem de IA;
(d) furnizarea de contributii la invitarea bazatd pe dovezi in materie de reglementare;

(e) facilitarea si accelerarea accesului la piata Uniunii pentru sistemele de IA, in special atunci cand sunt furnizate de
IMM-uri, inclusiv de intreprinderi nou-infiintate.

(10)  Autoritdtile nationale competente se asigurd cd, in mdsura in care sistemele de IA inovatoare implicd prelucrarea de
date cu caracter personal sau apartin in alt mod competentei de supraveghere a altor autoritdti nationale sau autoritdti
competente care furnizeaza sau sprijind accesul la date, autorititile nationale de protectie a datelor sau celelalte autorititi
nationale sau competente respective sunt asociate exploatdrii spatiului de testare in materie de reglementare in domeniul IA
si sunt implicate in supravegherea aspectelor respective pe mdasura sarcinilor si a competentelor lor respective.

(11)  Spatiile de testare in materie de reglementare in domeniul IA nu afecteazd competentele de supraveghere sau
atributiile corective ale autoritdtilor competente care supravegheazd spatiile de testare, inclusiv la nivel regional sau local.
Orice riscuri semnificative pentru sinitate, sigurantd si drepturile fundamentale identificate in timpul dezvoltarii si testarii
unor astfel de sisteme de IA conduc la o atenuare adecvati. Autoritatile nationale competente au competenta de a suspenda
temporar sau permanent procesul de testare sau participarea la spatiul de testare dacd nu este posibild o atenuare eficace si
informeazd Oficiul pentru IA cu privire la o astfel de decizie. Autorititile nationale competente isi exercitd competentele de
supraveghere in limitele dreptului relevant, utilizindu-si competentele discretionare atunci cand pun in aplicare dispozitii
juridice pentru un anumit proiect de spatiu de testare in materie de reglementare in domeniul IA, cu obiectivul de a sprijini
inovarea in domeniul IA in Uniune.

(12)  Furnizorii si potentialii furnizori care participd la spatiul de testare in materie de reglementare in domeniul 1A
rimén responsabili, in temeiul dreptului aplicabil al Uniunii si al dreptului national aplicabil in materie de raspundere,
pentru orice prejudiciu adus tertilor ca urmare a experimentdrii care are loc in spatiul de testare. Cu toate acestea, cu
conditia ca potentialii furnizori sd respecte planul specific si termenele si conditiile pentru participarea lor §i s urmeze cu
buni-credintd orientdrile oferite de autoritatea nationald competentd, autorititile nu impun amenzi administrative pentru
incalcarea prezentului regulament. In cazurile in care in supravegherea sistemului de IA in spatiul de testare au mai fost
implicate activ si alte autoritdti competente, responsabile de alte dispozitii ale dreptului Uniunii si ale dreptului intern, care
au furnizat orientdri pentru conformitate, nu se impun amenzi administrative in ceea ce priveste actele legislative respective.

(13)  Spatiile de testare in materie de reglementare in domeniul IA sunt concepute si puse in aplicare astfel incat, dupi
caz, si faciliteze cooperarea transfrontalierd intre autoritdtile nationale competente.

(14)  Autoritdtile nationale competente isi coordoneazd activitatile si coopereaza in cadrul Consiliului IA.

(15)  Autoritdtile nationale competente informeaza Oficiul pentru IA si Consiliul IA cu privire la instituirea unui spatiu
de testare si le pot solicita sprijin si orientdri. Oficiul pentru IA pune la dispozitia publicului o listd a spatiilor de testare
planificate si existente si o actualizeazd pentru a incuraja o mai mare interactiune in spatiile de testare in materie de
reglementare in domeniul IA, precum si cooperarea transfrontaliera.

(16)  Autoritdtile nationale competente prezintd rapoarte anuale Oficiului pentru IA si Consiliului IA, incepand cu un an
de la instituirea spatiului de testare in materie de reglementare in domeniul IA si, ulterior, in fiecare an, pani la incetarea
acestuia, precum si un raport final. Rapoartele respective furnizeaza informatii cu privire la progresele si rezultatele punerii
in aplicare a spatiilor de testare respective, inclusiv cu privire la bune practici, incidente, lectii invitate si recomandari
privind instituirea acestora si, dupd caz, cu privire la aplicarea §i posibila revizuire a prezentului regulament, inclusiv
a actelor sale delegate si de punere in aplicare, precum si cu privire la aplicarea altor dispozitii de drept ale Uniunii sub
supravegherea autorititilor competente in spatiul de testare. Autoritdtile nationale competente pun la dispozitia publicului,
online, rapoartele anuale respective sau rezumate ale acestora. Comisia tine seama, dupa caz, de rapoartele anuale atunci
cand isi exercitd atributiile in temeiul prezentului regulament.

(17)  Comisia dezvoltd o interfatd unicd si specificd in cadrul cdreia sunt reunite toate informatiile relevante legate de
spatiile de testare in materie de reglementare in domeniul IA pentru a permite pdrtilor interesate s interactioneze cu spatiile
de testare in materie de reglementare in domeniul IA, sd adreseze intrebari autoritdtilor competente si sd solicite orientari
fard caracter obligatoriu cu privire la conformitatea produselor, a serviciilor si a modelelor de afaceri inovatoare care
incorporeazd tehnologii de IA, in conformitate cu articolul 62 alineatul (1) litera (c). Comisia se coordoneazd in mod
proactiv cu autoritdtile nationale competente, dupa caz.

ELL: http://data.europa.cu/eli/reg/2024/1689/oj 89/144



RO JO L, 12.7.2024

Articolul 58

Modalititi detaliate privind spatiile de testare in materie de reglementare a IA si functionarea acestora

(1)  Pentru a evita fragmentarea in cadrul Uniunii, Comisia adoptd acte de punere in aplicare care precizeazd modalititile
detaliate de instituire, dezvoltare, punere in aplicare, exploatare §i supraveghere a spatiilor de testare in materie de
reglementare in domeniul IA. Actele de punere in aplicare includ principii comune cu privire la urmitoarele aspecte:

(a) criteriile de eligibilitate si de selectie pentru participarea la spatiul de testare in materie de reglementare in domeniul IA;

(b) procedurile de depunere a cererii, de participare, de monitorizare, de iesire si de incetare in ceea ce priveste spatiul de
testare in materie de reglementare in domeniul IA, inclusiv planul privind spatiul de testare i raportul de iesire;

(c) termenele si conditiile aplicabile participantilor.

Actele de punere in aplicare respective se adoptd in conformitate cu procedura de examinare mentionatd la articolul 98
alineatul (2).

(2)  Actele de punere in aplicare mentionate la alineatul (1) garanteazd ca:

(a) spatiile de testare in materie de reglementare in domeniul IA sunt deschise oricdrui furnizor sau potential furnizor al
unui sistem de IA care solicitd accesul si care indeplineste criteriile de eligibilitate si de selectie, care sunt transparente si
echitabile, si cd autoritdtile nationale competente informeaza solicitantii cu privire la decizia lor in termen de trei luni de
la depunerea cererii;

(b) spatiile de testare in materie de reglementare in domeniul IA permit un acces larg si egal si tin pasul cu nivelul cererii in
ceea ce priveste participarea; furnizorii si potentialii furnizori pot, de asemenea, depune cereri in parteneriat cu
implementatorii si alte parti terte relevante;

(c) modalitatile si conditiile detaliate privind spatiile de testare in materie de reglementare in domeniul IA sprijing, in cea
mai mare mdsurd posibild, flexibilitatea pentru ca autoritatile nationale competente s instituie si sd exploateze spatiile
lor de testare in materie de reglementare in domeniul IA;

(d) accesul la spatiile de testare in materie de reglementare in domeniul IA este gratuit pentru IMM-uri, inclusiv
intreprinderile nou-infiintate, fard a aduce atingere costurilor exceptionale pe care autoritdtile nationale competente le
pot recupera in mod echitabil si proportional;

(e) faciliteazd respectarea de citre furnizori si potentialii furnizori, prin intermediul rezultatelor invatdrii din spatiile de
testare in materie de reglementare in domeniul 1A, a obligatiilor de evaluare a conformititii in temeiul prezentului
regulament si aplicarea voluntard de citre acestia a codurilor de conduitd mentionate la articolul 95;

(f) spatiile de testare in materie de reglementare in domeniul IA faciliteazd implicarea altor actori relevanti din ecosistemul
IA, cum ar fi organismele notificate si organizatiile de standardizare, IMM-urile, inclusiv intreprinderile nou-infiintate,
intreprinderile, inovatorii, instalatiile de testare si experimentare, laboratoarele de cercetare si experimentare si centrele
europene de inovare digitald, centrele de excelentd, cercetdtorii individuali, pentru a permite si a facilita cooperarea cu
sectorul public si cu sectorul privat;

(g) procedurile, procesele si cerintele administrative pentru depunerea cererilor, selectie, participare si iesirea din spatiul de
testare in materie de reglementare in domeniul IA sunt simple, usor de inteles si comunicate in mod clar pentru a facilita
participarea IMM-urilor, inclusiv a intreprinderilor nou-infiintate, cu capacitdti juridice si administrative limitate si sunt
rationalizate in intreaga Uniune, pentru a evita fragmentarea si astfel incat participarea la un spatiu de testare in materie
de reglementare in domeniul IA instituit de un stat membru sau de Autoritatea Europeand pentru Protectia Datelor s3
fie recunoscutd reciproc si uniform si sd produci aceleasi efecte juridice in intreaga Uniune;

(h) participarea la spatiul de testare in materie de reglementare in domeniul IA este limitatd la o perioadd adecvatd
complexitdtii si amplorii proiectului, si c¢d poate fi prelungitd de autoritatea nationald competent3;

(i) spatiile de testare in materie de reglementare in domeniul IA faciliteazd dezvoltarea de instrumente si de infrastructurd
pentru testarea, etalonarea, evaluarea si explicarea dimensiunilor sistemelor de IA relevante pentru invatarea in materie
de reglementare, cum ar fi acuratetea, robustetea si securitatea ciberneticd, precum si de mdasuri vizdnd reducerea
riscurilor pentru drepturile fundamentale si pentru societate in general.

(3)  Potentialii furnizori din spatiile de testare in materie de reglementare in domeniul IA, in special IMM-urile si
intreprinderile nou-infiintate, sunt directionati, dupd caz, citre servicii de preimplementare, cum ar fi orientdri privind
punerea in aplicare a prezentului regulament, citre alte servicii cu valoare addugatd, cum ar fi ajutorul acordat in privinta
documentelor de standardizare si a certificdrii, instalatiile de testare si experimentare, centrele europene de inovare digitald
si centrele de excelentd.
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(4)  Atunci cand autoritdtile nationale competente iau in considerare autorizarea testirii in conditii reale supravegheate in
cadrul unui spatiu de testare in materie de reglementare in domeniul IA care urmeazd a fi instituit in temeiul prezentului
articol, acestea convin in mod specific cu participantii asupra clauzelor si conditiilor unei astfel de testari si, in special,
asupra garantiilor adecvate in vederea protejirii drepturilor fundamentale, a sindtdtii si a sigurantei. Dupd caz, acestea
coopereazd cu alte autoritdti nationale competente in vederea asigurdrii unor practici coerente in intreaga Uniune.

Articolul 59
Prelucrarea ulterioard a datelor cu caracter personal in vederea dezvoltirii anumitor sisteme de IA in interes

public in spatiul de testare in materie de reglementare in domeniul IA

(1)  In spatiul de testare in materie de reglementare in domeniul IA, datele cu caracter personal colectate in mod legal in
alte scopuri pot fi prelucrate numai in scopul dezvoltdrii, antrendrii si testdrii anumitor sisteme de IA in spatiul de testare,
dacd sunt indeplinite toate conditiile urmdtoare:

(a) sistemele de IA sunt dezvoltate pentru protejarea unui interes public substantial de citre o autoritate publicd sau de
citre o altd persoand fizicd sau juridicd si in unul sau mai multe dintre urmitoarele domenii:

(i) siguranta si sdndtatea publicd, inclusiv depistarea, diagnosticarea, prevenirea, controlul si tratarea bolilor si
imbundtdtirea sistemelor de sdnatate;

(ii) un nivel ridicat de protejare si de imbunatitire a calitdtii mediului, protejarea biodiversitatii, protectia impotriva
poludrii, mdsuri privind tranzitia verde, masuri privind atenuarea schimbdrilor climatice §i adaptarea la acestea;

(ili) durabilitatea energetic3;
(iv) siguranta si rezilienta sistemelor de transport si a mobilitdtii, a infrastructurii critice si a retelelor;

(v) eficienta si calitatea administratiei publice i a serviciilor publice;

Cx

datele prelucrate sunt necesare pentru a respecta una sau mai multe dintre cerintele mentionate in capitolul III sectiunea
2, in cazul in care cerintele respective nu pot fi indeplinite in mod eficace prin prelucrarea datelor anonimizate ori
sintetice sau a altor date fird caracter personal;

(c) existd mecanisme eficace de monitorizare pentru a constata dacd in timpul experimentdrii in spatiul de testare pot
apdrea riscuri ridicate la adresa drepturilor si libertdtilor persoanelor vizate, astfel cum se mentioneazd la articolul 35
din Regulamentul (UE) 2016/679 si la articolul 39 din Regulamentul (UE) 2018/1725, precum si mecanisme de
rdspuns pentru a atenua cu promptitudine aceste riscuri si, dacd este necesar, pentru a opri prelucrarea;

(d) toate datele cu caracter personal care urmeaza sd fie prelucrate in contextul spatiului de testare se afld intr-un mediu de
prelucrare a datelor separat din punct de vedere functional, izolat si protejat, aflat sub controlul potentialului furnizor si
numai persoanele autorizate au acces la datele respective;

(e) furnizorii pot partaja ulterior datele colectate initial numai in conformitate cu dreptul Uniunii in materie de protectie
a datelor; datele cu caracter personal create in spatiul de testare nu pot fi partajate in afara spatiului de testare;

(f) nicio prelucrare a datelor cu caracter personal in contextul spatiului de testare nu conduce la masuri sau la decizii care
afecteazd persoanele vizate si nici nu afecteazd aplicarea drepturilor acestora previzute in dreptul Uniunii privind
protectia datelor cu caracter personal;

(g) toate datele cu caracter personal prelucrate in contextul spatiului de testare sunt protejate prin mdsuri tehnice si
organizatorice adecvate si sunt sterse dup ce participarea la spatiul respectiv a incetat sau datele cu caracter personal au
ajuns la sfarsitul perioadei de pastrare;

(h) fisierele de jurnalizare a prelucrarii datelor cu caracter personal in contextul spatiului de testare sunt pastrate pe durata
participarii la spatiul de testare, in afara cazului in care existd dispozitii diferite in dreptul Uniunii sau in dreptul intern;

(i) descrierea completd si detaliatd a procesului si a motivelor care stau la baza antrendrii, testdrii si validarii sistemului de
IA este pastratd impreund cu rezultatele testelor, ca parte a documentatiei tehnice mentionate in anexa IV;
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() pe site-ul web al autoritatilor competente sunt publicate un scurt rezumat al proiectului in materie de IA elaborat in
spatiul de testare, precum si obiectivele §i rezultatele preconizate ale acestuia; aceastd obligatie nu vizeazd datele
operationale sensibile legate de activitatile autoritdtilor de aplicare a legii, de control la frontiere, de imigratie sau de azil.

(2)  In scopul prevenirii, investigarii, depistarii sau urmiririi penale a infractiunilor sau al executarii sanctiunilor penale,
inclusiv al protejdrii impotriva amenintdrilor la adresa securitdtii publice si al prevenirii acestora, sub controlul si
responsabilitatea autoritdtilor de aplicare a legii, prelucrarea datelor cu caracter personal in spatiile de testare in materie de
reglementare in domeniul IA se bazeazd pe dispozitii specifice ale dreptului Uniunii sau ale dreptului intern si face obiectul
acelorasi conditii cumulative ca cele mentionate la alineatul (1).

(3)  Alineatul (1) nu aduce atingere dreptului Uniunii sau dreptului intern care exclude prelucrarea datelor cu caracter
personal in alte scopuri decit cele mentionate in mod explicit in dreptul respectiv, precum si dreptului Uniunii sau dreptului
intern care stabileste temeiul pentru prelucrarea datelor cu caracter personal care este necesard in scopul dezvoltarii, testarii
sau antrendrii sistemelor de IA inovatoare sau orice alt temei juridic, in conformitate cu dreptul Uniunii privind protectia
datelor cu caracter personal.

Articolul 60

Testarea sistemelor de IA cu grad ridicat de risc in conditii reale in afara spatiilor de testare in materie de
reglementare in domeniul IA

(1)  Testarea sistemelor de IA cu grad ridicat de risc in conditii reale in afara spatiilor de testare in materie de reglementare
in domeniul IA poate fi efectuatd de cdtre furnizorii sau potentialii furnizori de sisteme de IA cu grad ridicat de risc
enumerati in anexa III, in conformitate cu prezentul articol si cu planul de testare in conditii reale mentionat in cadrul
acestuia, fard a aduce atingere interdictiilor previzute la articolul 5.

Comisia precizeazd, prin intermediul unor acte de punere in aplicare, elementele detaliate ale planului de testare in conditii
reale. Respectivele acte de punere in aplicare se adoptd in conformitate cu procedura de examinare mentionatd la
articolul 98 alineatul (2).

Prezentul alineat nu aduce atingere dreptului Uniunii sau dreptului intern privind testarea in conditii reale a sistemelor de IA
cu grad ridicat de risc legate de produsele care fac obiectul actelor legislative enumerate in anexa I.

(2)  Furnizorii sau potentialii furnizori pot efectua teste ale sistemelor de IA cu grad ridicat de risc mentionate in anexa III
in conditii reale in orice moment inainte de introducerea pe piatd sau de punerea in functiune a sistemelor de IA pe cont
propriu sau in parteneriat cu unul sau mai multi implementatori sau implementatori potentiali.

(3)  Testarea sistemelor de IA cu grad ridicat de risc in conditii reale in temeiul prezentului articol nu aduce atingere
oricdrei evaludri etice care este impusd de dreptul Uniunii sau de dreptul intern.

(4)  Furnizorii sau potentialii furnizori pot efectua testarea in conditii reale numai daci sunt indeplinite toate conditiile
urmadtoare:

(a) furnizorul sau potentialul furnizor a elaborat un plan de testare in conditii reale si l-a prezentat autorititii de
supraveghere a pietei din statul membru in care urmeaza sd se efectueze testarea in conditii reale;

Cx

autoritatea de supraveghere a pietei din statul membru in care urmeazd sd fie efectuatd testarea in conditii reale
a aprobat testarea in conditii reale si planul de testare in conditii reale; in cazul in care autoritatea de supraveghere
a pietei nu a furnizat un raspuns in termen de 30 de zile, se considerd ci testarea in conditii reale si planul de testare in
conditii reale au fost aprobate; in cazul in care dreptul intern nu prevede o aprobare tacitd, testarea in conditii reale face
in continuare obiectul unei autorizatii;

(c) furnizorul sau potentialul furnizor, cu exceptia furnizorului sau a potentialului furnizor de sisteme de 1A cu grad ridicat
de risc mentionate la punctele 1, 6 si 7 din anexa III in domeniul aplicdrii legii, al migratiei, al azilului si al gestiondrii
controlului la frontiere si de sisteme de IA cu grad ridicat de risc mentionate la punctul 2 din anexa III, a inregistrat
testarea in conditii reale in conformitate cu articolul 71 alineatul (4) cu un numdr unic de identificare la nivelul intregii
Uniuni si furnizdnd informatiile specificate in anexa IX; furnizorul sau potentialul furnizor de sisteme de IA cu grad
ridicat de risc mentionate la punctele 1, 6 si 7 din anexa III in domeniul aplicdrii legii, al migratiei, al azilului si al
gestiondrii controlului la frontiere a inregistrat testarea in conditii reale in sectiunea securizatd care nu este accesibild
publicului a bazei de date a UE in conformitate cu articolul 49 alineatul (4) litera (d), cu un numdr unic de identificare la
nivelul intregii Uniuni si furnizind informatiile specificate in acesta; furnizorul sau potentialul furnizor de sisteme de IA
cu grad ridicat de risc mentionate la punctul 2 din anexa IIl a inregistrat testarea in conditii reale in conformitate cu
articolul 49 alineatul (5);
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(d) furnizorul sau potentialul furnizor care efectucaza testarea in conditii reale este stabilit in Uniune sau a desemnat un
reprezentant legal care este stabilit in Uniune;

(e) datele colectate si prelucrate in scopul testdrii in conditii reale se transferd citre tiri terte numai cu conditia
implementdrii unor garantii corespunzatoare si aplicabile in temeiul dreptului Uniunii;

(f) testarea in conditii reale nu dureazd mai mult decat este necesar pentru realizarea obiectivelor sale si, in orice caz, nu
depiseste o perioada de 6 luni, care poate fi prelungitd cu inci 6 luni, sub rezerva notificdrii prealabile de citre furnizor
sau potentialul furnizor a autoritatii de supraveghere a pietei, insotitd de o explicatie privind necesitatea unei astfel de
prelungiri;

() subiectii testdrii in conditii reale, care sunt persoane care apartin grupurilor vulnerabile din cauza varstei sau
a dizabilitdtii, sunt protejati in mod corespunzitor;

(h) in cazul in care un furnizor sau un potential furnizor organizeaza testarea in conditii reale in cooperare cu unul sau mai
multi implementatori sau implementatori potentiali, acestia din urma au fost informati cu privire la toate aspectele
testdrii care sunt relevante pentru decizia lor de a participa si au primit instructiunile relevante pentru utilizarea
sistemului de IA mentionate la articolul 13; furnizorul sau potentialul furnizor si implementatorul sau potentialul
implementator incheie un acord in care precizeaza rolurile §i responsabilititile lor, in vederea asigurdrii conformittii cu
dispozitiile privind testarea in conditii reale in temeiul prezentului regulament si al altor acte legislative aplicabile ale
Uniunii, precum si al dreptului intern;

(i) subiectii testdrii in conditii reale si-au dat consimtdmantul in cunostintd de cauzi in conformitate cu articolul 61 sau, in
cazul aplicarii legii, in cazul in care solicitarea consimtdgmantului in cunostintd de cauza ar impiedica testarea sistemului
de IA, testarea in sine si rezultatul testdrii in conditii reale nu au niciun efect negativ asupra subiectilor, iar datele cu
caracter personal ale acestora se sterg dupd efectuarea testdrii;

() testarea in conditii reale este supravegheatd efectiv de furnizor sau de potentialul furnizor, precum si de implementatori
sau de potentialii implementatori prin intermediul unor persoane care sunt calificate corespunzitor in domeniul
relevant si care au capacitatea, formarea si autoritatea necesare pentru a-si indeplini sarcinile;

(k) previziunile, recomandarile sau deciziile sistemului de IA pot fi efectiv inversate si ignorate.

(5)  Orice subiecti ai testdrii in conditii reale sau reprezentantii lor desemnati legal, dupd caz, se pot retrage din testare in
orice moment, fdrd vreun prejudiciu i fird a trebui sd prezinte vreo justificare, prin revocarea consimgimantului lor in
cunostintd de cauzd si pot solicita stergerea imediatd si permanentd a datelor lor cu caracter personal. Retragerea
consimgimantului in cunostintd de cauzd nu afecteazd activititile deja desfisurate.

(6) In conformitate cu articolul 75, statele membre conferd autorititilor lor de supraveghere a pietei competenta de
a solicita informatii furnizorilor si potentialilor furnizori, de a efectua inspectii neanuntate la distantd sau la fata locului si de
a efectua verificari privind efectuarea testdrii in conditii reale i a sistemelor de IA cu grad ridicat de risc conexe. Autoritatile
de supraveghere a pietei fac uz de aceste competente pentru a asigura o dezvoltare in conditii de sigurantd a testdrii in
conditii reale.

(7)  Orice incident grav identificat in cursul testdrii in conditii reale se raporteazd autoritdtii nationale de supraveghere
a pietei in conformitate cu articolul 73. Furnizorul sau potentialul furnizor adoptd masuri imediate de atenuare sau, in caz
contrar, suspendd testarea in conditii reale pand cand are loc o astfel de atenuare sau ii pune capdt in alt mod. Furnizorul sau
potentialul furnizor instituie o procedurd pentru rechemarea promptd a sistemului de IA in cazul unei astfel de incetari
a testdrii in conditii reale.

(8)  Furnizorii sau potentialii furnizori informeaza autoritatea nationald de supraveghere a pietei din statul membru in
care se efectueazd testarea in conditii reale cu privire la suspendarea sau incetarea testdrii in conditii reale si cu privire la
rezultatele finale.

(9)  Furnizorul sau potentialul furnizor este responsabil, in temeiul dreptului aplicabil al Uniunii si al dreptului intern in
materie de rispundere, pentru orice prejudiciu cauzat in cursul testdrii in conditii reale pe care o efectueaza.
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Articolul 61

Consimtdmantul in cunostinti de cauzi la participarea la testarea in conditii reale in afara spatiilor de testare in
materie de reglementare in domeniul IA

(1) n scopul testirii in conditii reale in conformitate cu articolul 60, consimtimantul in cunostintd de cauzi acordat in
mod liber se obtine de la subiectii testdrii inainte de participarea lor la o astfel de testare si dupa ce au fost informati in mod
corespunzitor cu informatii concise, clare, relevante si inteligibile cu privire la:

(a) natura si obiectivele testdrii in conditii reale si posibilele inconveniente care ar putea fi legate de participarea lor;

(b) conditiile in care se desfisoard testarea in conditii reale, inclusiv durata preconizatd a participdrii subiectului sau
a subiectilor;

(c) drepturile lor si garantiile cu privire la participarea lor, in special dreptul lor de a refuza sd participe la testarea in
conditii reale si dreptul de a se retrage din aceasta in orice moment, fird angajarea vreunui prejudiciu si fird a fi nevoiti
sd prezinte vreo justificare;

(d) modalititile de solicitare a inversdrii sau a ignordrii previziunilor, recomandarilor sau deciziilor sistemului de IA;

(e) numdrul unic de identificare la nivelul intregii Uniuni al testarii in conditii reale in conformitate cu articolul 60 alineatul
(4) litera (c) si datele de contact ale furnizorului sau ale reprezentantului sdu legal de la care se pot obtine informatii
suplimentare.

(2)  Consimtdmantul in cunostintd de cauzd se dateazd si se documenteazd, iar o copie se inméaneazd subiectilor testarii
sau reprezentantilor lor legali.

Articolul 62

Maisuri pentru furnizori si implementatori, in special IMM-uri, inclusiv intreprinderi nou-infiintate
(1)  Statele membre intreprind urmdtoarele actiuni:

(a) oferd IMM-urilor, inclusiv intreprinderilor nou-infiintate, care au un sediu social sau o sucursald in Uniune, acces
prioritar la spatiile de testare in materie de reglementare in domeniul IA, in mdsura in care indeplinesc conditiile de
eligibilitate si criteriile de selectie; accesul prioritar nu impiedicd accesul altor IMM-uri, inclusiv intreprinderi
nou-infiintate, altele decat cele mentionate la prezentul alineat, la spatiile de testare in materie de reglementare in
domeniul IA, cu conditia ca acestea si indeplineascd de asemenea conditiile de eligibilitate si criteriile de selectie;

(b) organizeazd activititi specifice de sensibilizare si formare cu privire la aplicarea prezentului regulament, adaptate la
nevoile IMM-urilor, inclusiv ale intreprinderilor nou-infiintate, ale implementatorilor si, dupd caz, ale autoritdtilor
publice locale;

(c) utilizeazd canalele specifice existente si, dupd caz, stabilesc altele noi pentru comunicarea cu IMM-urile, inclusiv cu
intreprinderile nou-infiintate, cu implementatorii, cu alti inovatori si, dupi caz, cu autoritdtile publice locale, pentru
a oferi consiliere si a rdspunde la intrebari cu privire la aplicarea prezentului regulament, inclusiv in ceea ce priveste
participarea la spatiile de testare in materie de reglementare in domeniul IA;

(d) faciliteazd participarea IMM-urilor si a altor parti interesate relevante la procesul de dezvoltare a standardizarii.

(2) Interesele si nevoile specifice ale IMM-urilor furnizoare, inclusiv ale intreprinderilor nou-infiintate, sunt luate in
considerare la stabilirea taxelor pentru evaluarea conformitdtii in temeiul articolului 43, taxele respective fiind reduse
proportional cu dimensiunile acestora, cu dimensiunea pietei si cu alti indicatori relevanti.

(3)  Oficiul pentru IA intreprinde urmitoarele actiuni:

(a) furnizeazd modele standardizate pentru domeniile vizate de prezentul regulament, astfel cum specificd Consiliul IA in
cererea sa;

(b) dezvoltd si mentine o platformd unicd de informare care sd ofere informatii usor de utilizat in legiturd cu prezentul
regulament pentru toti operatorii din intreaga Uniune;
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(c) organizeazd campanii de comunicare adecvate pentru a sensibiliza publicul cu privire la obligatiile care decurg din
prezentul regulament;

(d) evalueazd si promoveazd convergenta bunelor practici in procedurile de achizitii publice in ceea ce priveste sistemele de
IA.

Articolul 63
Derogiri pentru operatori specifici
(1) Microintreprinderile in sensul Recomanddrii 2003/361/CE pot respecta anumite elemente ale sistemului de
management al calitdtii prevdzut la articolul 17 din prezentul regulament intr-un mod simplificat, cu conditia sd nu aibd
intreprinderi partenere sau intreprinderi afiliate in sensul recomandarii respective. In acest scop, Comisia elaboreazd
orientdri privind elementele sistemului de management al calititii care pot fi respectate intr-un mod simplificat, avand in

vedere nevoile microintreprinderilor, fird a afecta nivelul de protectie sau necesitatea respectdrii cerintelor in ceea ce
priveste sistemele de IA cu grad ridicat de risc.

(2)  Alineatul (1) de la prezentul articol nu se interpreteazi ca o exceptare a operatorilor respectivi de la indeplinirea
oricdror alte cerinte sau obligatii previzute in prezentul regulament, inclusiv cele stabilite la articolele 9, 10, 11, 12, 13, 14,
15, 72 si 73.

CAPITOLUL VII
GUVERNANTA

SECTIUNEA 1

Guvernanta la nivelul Uniunii

Articolul 64
Oficiul pentru IA

(1)  Comisia dezvoltd cunostintele de specialitate si capabilitdtile Uniunii in domeniul IA prin intermediul Oficiului
pentru IA.

(2)  Statele membre faciliteazd sarcinile incredintate Oficiului pentru IA, astfel cum sunt reflectate in prezentul

regulament.

Articolul 65

Instituirea si structura Consiliului european pentru inteligenta artificiald
(1)  Se instituie un Consiliu european pentru inteligenta artificiald (denumit in continuare ,Consiliul IA”).

(2)  Consiliul 1A este alcdtuit dintr-un reprezentant pentru fiecare stat membru. Autoritatea Europeand pentru Protectia
Datelor participa ca observator. Oficiul pentru IA participd, de asemenea, la reuniunile Consiliului IA fird a lua parte la vot.
De la caz la caz, Consiliul IA poate invita la reuniuni si alte autoritati, organisme sau experti de la nivel national si de la
nivelul Uniunii, in cazul in care chestiunile discutate prezintd relevantd pentru acestea.

(3)  Fiecare reprezentant este desemnat de statul siu membru pentru o perioadd de trei ani, care poate fi reinnoitd
o singurd dati.

(4)  Statele membre se asigurd cad reprezentantii lor in Consiliul TA:

(a) detin competentele si prerogativele relevante in statul lor membru, astfel inct sd contribuie in mod activ la indeplinirea
sarcinilor Consiliului IA mentionate la articolul 66;

(b) sunt desemnati ca punct unic de contact pentru Consiliul IA si, dupd caz, tindnd seama de nevoile statelor membre, ca
punct unic de contact pentru partile interesate;
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(c) sunt imputerniciti s faciliteze coerenta si coordonarea intre autorititile nationale competente din statul lor membru in
ceea ce priveste punerea in aplicare a prezentului regulament, inclusiv prin colectarea de date si informatii relevante in
scopul indeplinirii sarcinilor care le revin in cadrul Consiliului IA.

(5)  Reprezentantii desemnati ai statelor membre adoptd regulamentul de procedurd al Consiliului IA cu o majoritate de
doud treimi. Regulamentul de procedurd stabileste, in special, procedurile pentru procesul de selectie, durata mandatului si
specificatiile sarcinilor presedintelui, modalitatile detaliate pentru votare si organizarea activitdtilor Consiliului IA si a celor
ale subgrupurilor acestuia.

(6)  Consiliul IA instituie doud subgrupuri permanente pentru a oferi o platformd de cooperare §i de schimb intre
autorititile de supraveghere a pietei si autorititile de notificare cu privire la aspecte legate de supravegherea pietei si,
respectiv, de organismele notificate.

Subgrupul permanent pentru supravegherea pietei ar trebui si actioneze in calitate de grup de cooperare administrativi
(ADCO) pentru prezentul regulament in sensul articolului 30 din Regulamentul (UE) 2019/1020.

Consiliul IA poate infiinta alte subgrupuri permanente sau temporare, dupd caz, in scopul examindrii unor chestiuni
specifice. Dupd caz, reprezentantii Forumului consultativ mentionat la articolul 67 pot fi invitati la astfel de subgrupuri sau
la reuniuni specifice ale subgrupurilor respective in calitate de observatori.

(7)  Consiliul IA este organizat si functioneaza astfel incat si garanteze obiectivitatea si impartialitatea activititilor sale.

(8)  Consiliul IA este prezidat de citre unul dintre reprezentantii statelor membre. Oficiul pentru IA asigurd secretariatul
pentru Consiliul IA, convoacd reuniunile la cererea presedintelui si pregateste ordinea de zi in conformitate cu sarcinile care
i revin Consiliului IA in temeiul prezentului regulament si al regulamentului sdu de procedurd.

Articolul 66

Sarcinile Consiliului IA

Consiliul TA oferd consiliere si asistentd Comisiei si statelor membre pentru a facilita aplicarea coerentd si eficace
a prezentului regulament. In acest scop, Consiliul IA poate, in special:

(a) sd contribuie la coordonarea intre autorititile nationale competente responsabile cu aplicarea prezentului regulament
si, in cooperare cu autoritatile de supraveghere a pietei in cauzd si sub rezerva acordului acestora, sd sprijine activitatile
comune ale autoritdtilor de supraveghere a pietei mentionate la articolul 74 alineatul (11);

(b) sd colecteze si sd disemineze in randul statelor membre cunostinte de specialitate tehnice si in materie de reglementare
si de bune practici;

(c) sd ofere consiliere privind punerea in aplicare a prezentului regulament, in special in ceea ce priveste aplicarea
normelor privind modelele de IA de uz general;

(d) sd contribuie la armonizarea practicilor administrative din statele membre, inclusiv in ceea ce priveste derogarea de la
procedurile de evaluare a conformititii mentionate la articolul 46, functionarea spatiilor de testare in materie de
reglementare in domeniul IA si testarea in conditii reale mentionate la articolele 57, 59 si 60;

(e) la cererea Comisiei sau din proprie initiativd, si emitd recomandari si avize scrise cu privire la orice aspecte relevante
legate de punerea in aplicare a prezentului regulament si de aplicarea coerentd si efectivd a acestuia, inclusiv:

(i) elaborarea si aplicarea codurilor de conduitd si a codurilor de bune practici in temeiul prezentului regulament,
precum si al orientdrilor Comisiei;

(i) evaluarea si revizuirea prezentului regulament in temeiul articolului 112, inclusiv in ceea ce priveste rapoartele
privind incidentele grave mentionate la articolul 73 si functionarea bazei de date a UE mentionate la articolul 71,
pregitirea actelor delegate sau de punere in aplicare §i in ceea ce priveste posibilele alinieri ale prezentului
regulament la legislatia de armonizare a Uniunii enumeratd in anexa I;

(iii) specificatiile tehnice sau standardele existente referitoare la ceringele prevazute in capitolul III sectiunea 2;
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(iv) utilizarea standardelor armonizate sau a specificatiilor comune mentionate la articolele 40 si 41;

(v) tendintele in aspecte precum competitivitatea europeand la nivel mondial in domeniul IA, adoptarea IA in Uniune
si dezvoltarea competentelor digitale;

(vi) tendintele in ceea ce priveste tipologia in continud evolutie a lanturilor valorice ale IA, in special referitor la
implicatiile rezultate in ceea ce priveste responsabilitatea;

(vii) eventuala necesitate de modificare a anexei IIl in conformitate cu articolul 7 si privind eventuala necesitate de
a revizui articolul 5 in temeiul articolului 112, tindnd seama de dovezile relevante disponibile si de cele mai
recente evolutii tehnologice;

sd sprijine Comisia in promovarea alfabetizdrii in domeniul 1A, a actiunilor de sensibilizare si de intelegere in randul
publicului a beneficiilor, riscurilor, garantiilor si drepturilor si obligatiilor legate de utilizarea sistemelor de IA;

sd faciliteze elaborarea unor criterii comune si a unei intelegeri comune intre operatorii de pe piatd si autoritatile
competente a conceptelor relevante previzute in prezentul regulament, inclusiv prin contribuirea la elaborarea de
criterii de referintd;

sd coopereze, dupd caz, cu alte institutii, organe, oficii si agentii relevante ale Uniunii, precum si cu grupuri de experti si
retelele relevante ale Uniunii, in special in domeniul sigurantei produselor, al securitatii cibernetice, al concurentei, al
serviciilor digitale si media, al serviciilor financiare, al protectiei consumatorilor, al protectiei datelor si a drepturilor
fundamentale;

sd contribuie la cooperarea eficace cu autoritdtile competente din tdrile terte si cu organizatiile internationale;

sd sprijine autoritdtile nationale competente si Comisia in dezvoltarea cunostintelor de specialitate organizationale si
tehnice necesare pentru punerea in aplicare a prezentului regulament, inclusiv prin contribuirea la evaluarea nevoilor
de formare pentru personalul statelor membre implicat in punerea in aplicare a prezentului regulament;

sd sprijine Oficiul pentru IA in acordarea de asistentd autoritdtilor nationale competente pentru crearea si dezvoltarea
de spatii de testare in materie de reglementare in domeniul IA si si faciliteze cooperarea si schimbul de informatii intre
spatiile de testare in materie de reglementare in domeniul IA;

sd contribuie la elaborarea documentelor de orientare si si ofere consiliere relevantd cu privire la aceasta;
sd consilieze Comisia in legiturd cu chestiuni internationale privind IA;
sd furnizeze Comisiei avize cu privire la alertele calificate referitoare la modelele de IA de uz general;

sd primeascd opinii din partea statelor membre cu privire la alertele calificate referitoare la modelele de IA de uz general
si la experientele si practicile nationale privind monitorizarea sistemelor de IA si aplicarea normelor referitoare la
acestea, indeosebi sistemele care integreazd modelele de IA de uz general.

Articolul 67

Forumul consultativ

Se instituie un forum consultativ pentru a furniza cunostinte de specialitate tehnice Consiliului IA si Comisiei si

pentru a le consilia, precum §i pentru a contribui la sarcinile care le revin in temeiul prezentului regulament.

2

Componenta Forumului consultativ reprezintd o selectie echilibratd a partilor interesate, inclusiv a sectorului,

a intreprinderilor nou-infiintate, a IMM-urilor, a societdtii civile si a mediului academic. Componenta Forumului consultativ
este echilibratd intre interesele comerciale si necomerciale si, in cadrul categoriei intereselor comerciale, in ceea ce priveste
IMM-urile si alte intreprinderi.

®)

Comisia numeste membrii Forumului consultativ, in conformitate cu criteriile stabilite la alineatul (2), din randul

partilor interesate cu cunostinge de specialitate recunoscute in domeniul IA.
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(4)  Mandatul membrilor Forumului consultativ este de doi ani i poate fi prelungit cu cel mult patru ani.

(5)  Agentia pentru Drepturi Fundamentale a Uniunii Europene, ENISA, Comitetul European de Standardizare (CEN),
Comitetul European de Standardizare in Electrotehnica (Cenelec) si Institutul European de Standardizare in Telecomunicatii
(ETSI) sunt membri permanenti ai Forumului consultativ.

(6)  Forumul consultativ isi stabileste regulamentul de procedurd. Acesta alege doi copresedinti dintre membrii sii, in
conformitate cu criteriile stabilite la alineatul (2). Mandatul copresedintilor este de doi ani, reinnoibil o singurd datd.

(7)  Forumul consultativ organizeaza reuniuni de cel putin doud ori pe an. Forumul consultativ poate invita experti si alte
parti interesate la reuniunile sale.

(8)  Forumul consultativ poate elabora avize, recomandari si contributii scrise la cererea Consiliului IA sau a Comisiei.

(9)  Forumul consultativ poate institui subgrupuri permanente sau temporare, dupd caz, in scopul examindrii unor
chestiuni specifice legate de obiectivele prezentului regulament.

(10)  Forumul consultativ intocmeste un raport anual privind activititile sale. Raportul respectiv este pus la dispozitia

publicului.

Articolul 68

Grupul stiintific de experti independenti

(1)  Comisia, prin intermediul unui act de punere in aplicare, adoptd dispozitii privind instituirea unui grup stiintific de
experti independenti (denumit in continuare ,grupul stiintific”’) menit s sprijine activititile de aplicare a legii in temeiul
prezentului regulament. Actul de punere in aplicare respectiv se adoptd in conformitate cu procedura de examinare
mentionatd la articolul 98 alineatul (2).

(2)  Grupul stiintific este alcdtuit din experti independenti selectati de Comisie pe baza cunostintelor de specialitate
stiintifice sau tehnice la zi in domeniul IA, necesare pentru indeplinirea sarcinilor previzute la alineatul (3), si este in masurd
sd demonstreze indeplinirea tuturor conditiilor urmatoare:

(a) sd dispund de cunostinte de specialitate si competente specifice si cunostinte de specialitate stiintifice si tehnice in
domeniul 1A;

(b) si fie independent fatd de orice furnizor de sisteme de IA sau de modele de IA de uz general;
(c) sd aibd capacitatea de a desfisura activitdti cu diligentd, acuratete si obiectivitate.

Comisia, in consultare cu Consiliul IA, stabileste numdrul de experti din grup in functie de necesitdti si asigurd
o reprezentare geograficd si de gen echitabil.

(3)  Grupul stiintific consiliaza si sprijind Oficiul pentru IA, in special in ceea ce priveste urmitoarele sarcini:

(a) sprijinirea punerii in aplicare si a respectdrii prezentului regulament, in ceea ce priveste modelele si sistemele de IA de
uz general, indeosebi prin:

(i) alertarea Oficiului pentru IA cu privire la posibile riscuri sistemice la nivelul Uniunii prezentate de modele de IA de
uz general, in conformitate cu articolul 90;

(ii) contribuirea la dezvoltarea instrumentelor si metodologiilor de evaluare a capabilitdtilor modelelor si sistemelor de
IA de uz general, inclusiv prin valori de referint;

(ii) furnizarea de consiliere cu privire la clasificarea sistemelor de IA de uz general cu risc sistemic;

(iv) furnizarea de consiliere cu privire la clasificarea diverselor modele si sisteme de IA de uz general;
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(v) contribuirea la dezvoltarea de instrumente si modele;
(b) sprijinirea activititii autoritdtilor de supraveghere a pietei, la cererea acestora;

(c) sprijinirea activitatilor transfrontaliere in materie de supraveghere a pietei mentionate la articolul 74 alineatul (11), fard
a aduce atingere competentelor autorittilor de supraveghere a pietei;

(d) sprijinirea Oficiului pentru IA in indeplinirea sarcinilor sale in contextul procedurii de salvgardare a Uniunii in temeiul
articolului 81.

(4)  Expertii din cadrul grupului stiintific isi indeplinesc sarcinile cu impartialitate si obiectivitate si asigurd
confidentialitatea informatiilor §i a datelor obtinute in cursul indeplinirii sarcinilor si activitatilor lor. Acestia nu solicitd
si nici nu acceptd instructiuni de la nicio persoand atunci cand isi exercitd atributiile in temeiul alineatului (3). Fiecare expert
intocmeste o declaratie de interese, care este pusd la dispozitia publicului. Oficiul pentru IA instituie sisteme i proceduri
pentru a gestiona in mod activ si pentru a preveni potentialele conflicte de interese.

(5)  Actul de punere in aplicare mentionat la alineatul (1) include dispozitii privind conditiile, procedurile si modalitatile
detaliate pentru emiterea de alerte de citre grupul stiintific si membrii sii si pentru solicitarea de citre acestia de asistentd
din partea Oficiului pentru IA in indeplinirea sarcinilor grupului stiintific.

Articolul 69

Accesul statelor membre la grupul de experti

(1)  Statele membre pot apela la experti din cadrul grupului stiintific pentru sprijinirea activitdtilor lor de aplicare a legii
in temeiul prezentului regulament.

(2)  Statele membre pot fi obligate s pliteasci taxe pentru consilierea si sprijinul furnizate de experti. Structura si nivelul
taxelor, precum si amploarea si structura costurilor recuperabile sunt stabilite in actul de punere in aplicare mentionat la
articolul 68 alineatul (1), tindnd seama de obiectivele punerii in aplicare adecvate a prezentului regulament, de raportul
cost-eficacitate si de necesitatea de a asigura pentru toate statele membre accesul efectiv la experti.

(3)  Comisia faciliteazd accesul in timp util al statelor membre la experti, dupd caz, si se asigurd cd combinarea
activitdtilor de sprijin desfdsurate de structurile de sprijin pentru testarea IA ale Uniunii in temeiul articolului 84 si de
experti in temeiul prezentului articol este organizatd in mod eficient si oferd cea mai buni valoare addugata posibild.

SECTIUNEA 2

Autoritdtile nationale competente

Articolul 70

Desemnarea autorititilor nationale competente si a punctelor unice de contact

(1)  Fiecare stat membru stabileste sau desemneazd drept autoritdti nationale competente cel putin o autoritate de
notificare si cel putin o autoritate de supraveghere a pietei in sensul prezentului regulament. Respectivele autoritati
nationale competente isi exercitd competentele in mod independent, impartial si fird prejudeciti, astfel incat si garanteze
obiectivitatea activitdtilor si sarcinilor lor si sd asigure punerea in aplicare a prezentului regulament. Membrii acestor
autorititi se abtin de la orice act incompatibil cu atributiile lor. Cu conditia ca aceste principii sd fie respectate, astfel de
activitdti si sarcini pot fi efectuate de una sau mai multe autoritdti desemnate, in conformitate cu nevoile organizationale ale
statului membru.

(2)  Statele membre ii comunicd Comisiei identitatea autoritatilor de notificare si a autorititilor de supraveghere a pietei si
sarcinile acestor autoritdti, precum si orice modificari ulterioare ale acestora. Pand la 2 august 2025, statele membre pun la
dispozitia publicului informatii cu privire la modul in care pot fi contactate autoritdtile competente si punctele unice de
contact, prin mijloace de comunicare electronici. Statele membre desemneazi o autoritate de supraveghere a pietei care si
actioneze ca punct unic de contact pentru prezentul regulament si ii notifici Comisiei identitatea punctului unic de contact.
Comisia pune la dispozitia publicului o listd a punctelor unice de contact.
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(3)  Statele membre se asigurd cd autoritdtile lor nationale competente dispun de resurse tehnice, financiare si umane
adecvate si de infrastructurd pentru a-si indeplini cu eficacitate sarcinile care le revin in temeiul prezentului regulament. in
special, autorititile nationale competente dispun in permanentd de un personal suficient ale cirui competente si cunostinte
de specialitate includ o intelegere aprofundati a tehnologiilor din domeniul IA, a datelor si a prelucrdrii de date, a protectiei
datelor cu caracter personal, a securittii cibernetice, a drepturilor fundamentale, a riscurilor in materie de sinitate si
sigurantd, precum si cunoasterea standardelor si a cerintelor legale existente. Statele membre evalueaza si, daci este necesar,
actualizeazd anual competentele si resursele necesare mentionate la prezentul alineat.

(4)  Autoritdtile nationale competente iau masuri corespunzitoare pentru a asigura un nivel de securitate ciberneticd
adecvat.

(5)  Atunci cand isi indeplinesc sarcinile, autorititile nationale competente actioneazd in conformitate cu obligatiile de
confidentialitate previzute la articolul 78.

(6)  Pand la 2 august 2025 si, ulterior, la fiecare doi ani, statele membre ii prezintd Comisiei un raport privind situatia
resurselor financiare si umane ale autoritdtilor nationale competente, impreund cu o evaluare a adecvirii acestora. Comisia
transmite aceste informatii Consiliului IA pentru a fi discutate si pentru a formula eventuale recomandari.

(7)  Comisia faciliteazd schimbul de experientd intre autorititile nationale competente.

(8)  Autoritdtile nationale competente pot oferi orientdri si consiliere cu privire la punerea in aplicare a prezentului
regulament, indeosebi IMM-urilor, inclusiv intreprinderilor nou-infiintate, ludnd in considerare orientirile si consilierea
furnizate de Consiliul IA si de Comisie, dupd caz. Ori de cate ori autoritdtile nationale competente intentioneazd si ofere
orientdri si consiliere cu privire la un sistem de IA in domenii reglementate de alte acte legislative ale Uniunii, autoritatile
nationale competente in temeiul actelor legislative respective ale Uniunii sunt consultate, dupi caz.

(9) Atunci cand institutiile, organele, oficiile sau agentiile Uniunii intrd in domeniul de aplicare al prezentului
regulament, Autoritatea Europeand pentru Protectia Datelor actioneazi ca autoritate competentd pentru supravegherea lor.

CAPITOLUL VIII
BAZA DE DATE A UE PENTRU SISTEME DE IA CU GRAD RIDICAT DE RISC

Articolul 71

Baza de date a UE pentru sisteme de IA cu grad ridicat de risc enumerate in anexa III

(1)  Comisia, in colaborare cu statele membre, creeazd si intretine o bazi de date a UE care contine informatiile
mentionate la alineatele (2) si (3) de la prezentul articol privind sistemele de IA cu grad ridicat de risc mentionate la
articolul 6 alineatul (2) care sunt inregistrate in conformitate cu articolele 49 si 60 si sistemele de IA care nu sunt
considerate ca avand un grad ridicat de risc in temeiul articolului 6 alineatul (3) si care sunt inregistrate in conformitate cu
articolul 6 alineatul (4) si cu articolul 49. Atunci cand stabileste specificatiile functionale ale respectivei baze de date,
Comisia consultd expertii relevanti, iar atunci cand actualizeazd specificatiile functionale ale respectivei baze de date,
Comisia consultd Consiliul TA.

(2)  Datele enumerate in sectiunile A si B din anexa VIII se introduc in baza de date a UE de citre furnizor sau, dupi caz,
de citre reprezentantul autorizat.

(3)  Datele enumerate in sectiunea C din anexa VIII se introduc in baza de date a UE de cdtre implementatorul care este
o autoritate publicd, o agentie sau un organ ori care actioneaza in numele acestora, in conformitate cu articolul 49
alineatele (3) si (4).

(4)  Cu exceptia sectiunii mentionate la articolul 49 alineatul (4) si la articolul 60 alineatul (4) litera (c), informatiile
continute in baza de date a UE inregistrate in conformitate cu articolul 49 sunt accesibile si puse la dispozitia publicului
intr-un mod usor de utilizat. Informatiile ar trebui sa fie usor de navigat si prelucrabile automat. Informatiile inregistrate in
conformitate cu articolul 60 sunt accesibile numai autorititilor de supraveghere a pietei si Comisiei, cu exceptia cazului in
care potentialul furnizor sau furnizorul si-a dat consimtdmantul pentru ca aceste informatii si fie puse si la dispozitia
publicului.

(5) Baza de date a UE contine date cu caracter personal numai in mdsura in care acest lucru este necesar pentru
colectarea si prelucrarea informatiilor in conformitate cu prezentul regulament. Aceste informatii includ numele i datele de
contact ale persoanelor fizice responsabile cu inregistrarea sistemului si care au autoritatea legald de a-l reprezenta pe
furnizor sau pe implementator, dupd caz.
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(6)  Comisia este operatorul bazei de date a UE. Aceasta pune la dispozitia furnizorilor, a potentialilor furnizori si
a implementatorilor sprijin tehnic si administrativ adecvat. Baza de date a UE respectd cerintele de accesibilitate aplicabile.

CAPITOLUL IX
MONITORIZAREA ULTERIOARA INTRODUCERII PE PIATA, SCHIMBUL DE INFORMATII SI SUPRAVEGHEREA PIETEI

SECTIUNEA 1

Monitorizarea ulterioard introducerii pe piatd

Articolul 72

Monitorizarea ulterioard introducerii pe piatd de citre furnizori si planul de monitorizare ulterioard introducerii
pe piatd pentru sistemele de IA cu grad ridicat de risc

(1)  Furnizorii instituie si documenteaza un sistem de monitorizare ulterioard introducerii pe piatd intr-un mod care si fie
proportional cu natura tehnologiilor din domeniul IA si cu riscurile sistemului de IA cu grad ridicat de risc.

(2)  Sistemul de monitorizare ulterioard introducerii pe piatd colecteazd, documenteazd si analizeazd in mod activ si
sistematic datele relevante care pot fi furnizate de implementatori sau pot fi colectate din alte surse cu privire la
performanta sistemelor de IA cu grad ridicat de risc pe toatd durata lor de viatd si care permit furnizorului s evalueze
conformitatea continud a sistemelor de IA cu cerintele previzute in capitolul III sectiunea 2. Dupd caz, monitorizarea
ulterioard introducerii pe piatd include o analizd a interactiunii cu alte sisteme de IA. Aceastd obligatie nu acoperd datele
operationale sensibile ale implementatorilor care sunt autoritati de aplicare a legii.

(3)  Sistemul de monitorizare ulterioard introducerii pe piatd se bazeazd pe un plan de monitorizare ulterioard
introducerii pe piatd. Planul de monitorizare ulterioard introducerii pe piatd face parte din documentatia tehnicd
mentionatd in anexa IV. Comisia adoptd un act de punere in aplicare prin care stabileste dispozitii detaliate de stabilire
a unui model de plan de monitorizare ulterioard introducerii pe piatd si a listei elementelor care trebuie incluse in plan pani
la 2 februarie 2026. Actul de punere in aplicare respectiv se adoptd in conformitate cu procedura de examinare mentionata
la articolul 98 alineatul (2).

(4)  Pentru sistemele de IA cu grad ridicat de risc reglementate de actele legislative de armonizare ale Uniunii mentionate
in sectiunea A din anexa [, in cazul in care un sistem si un plan de monitorizare ulterioard introducerii pe piatd sunt deja
instituite in temeiul legislatiei respective, pentru a asigura coerenta, a evita suprapunerile si a reduce la minimum sarcinile
suplimentare, furnizorii au posibilitatea de a integra, dupd caz, elementele necesare descrise la alineatele (1), (2) si (3),
utilizand modelul mentionat la alineatul (3), in sistemele si planurile deja existente in temeiul legislatiei respective, cu
conditia ca astfel sd atingd un nivel de protectie echivalent.

Primul paragraf de la prezentul alineat se aplicd, de asemenea, sistemelor de IA cu grad ridicat de risc mentionate la punctul
5 din anexa III introduse pe piatd sau puse in functiune de institutii financiare care fac obiectul unor cerinte privind
guvernanta lor internd, masurile sau procesele lor interne in temeiul dreptului Uniunii din domeniul serviciilor financiare.

SECTIUNEA 2

Schimbul de informatii privind incidentele grave

Articolul 73

Raportarea incidentelor grave

(1)  Furnizorii de sisteme de IA cu grad ridicat de risc introduse pe piata Uniunii raporteazi orice incident grav
autorititilor de supraveghere a pietei din statele membre in care s-a produs incidentul respectiv.
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(2)  Raportul mentionat la alineatul (1) se efectueazd imediat dupd ce furnizorul a stabilit o legiturd de cauzalitate intre
sistemul de IA si incidentul grav sau probabilitatea rezonabild a unei astfel de legaturi si, in orice caz, nu mai tarziu de
15 zile de la data la care furnizorul sau, dupd caz, implementatorul a luat cunostintd de incidentul grav.

Termenul pentru raportarea mentionatd la primul paragraf tine seama de gravitatea incidentului grav.

(3)  In pofida alineatului (2) de la prezentul articol, in cazul unei incilcari pe scard larga sau al unui incident grav, astfel
cum sunt definite la articolul 3 punctul 49 litera (b), raportul mentionat la alineatul (1) de la prezentul articol se furnizeaza
imediat si in termen de cel mult doud zile de la data la care furnizorul sau, dupd caz, implementatorul a luat cunostintd de
incidentul respectiv.

(4)  In pofida alineatului (2), in caz de deces al unei persoane, raportul se pune la dispozitie imediat dupi ce furnizorul
sau implementatorul a stabilit sau de indata ce suspecteazd o legdturd de cauzalitate intre sistemul de IA cu grad ridicat de
risc si incidentul grav, dar nu mai tarziu de 10 zile de la data la care furnizorul sau, dupi caz, implementatorul a luat
cunostintd de incidentul grav.

(5)  Dacd este necesar pentru a asigura raportarea in timp util, furnizorul sau, dupi caz, implementatorul poate prezenta
un raport initial care este incomplet, urmat de un raport complet.

(6)  In urma raportdrii unui incident grav in temeiul alineatului (1), furnizorul efectueazi, fard intarziere, investigatiile
necesare cu privire la incidentul grav si la sistemul de IA in cauzd. Acest lucru include o evaluare a riscurilor incidentului si
mdsuri corective.

In cursul investigatiilor mentionate la primul paragraf, furnizorul coopereazi cu autorititile competente si, dupi caz, cu
organismul notificat in cauzd si nu efectueazd nicio investigatie care presupune modificarea sistemului de IA in cauzd
intr-un mod care poate afecta orice evaluare ulterioard a cauzelor incidentului, inainte de a informa autoritdtile competente
in legdturd cu o astfel de actiune.

(7)  La primirea unei notificari referitoare la un incident grav mentionat la articolul 3 punctul 49 litera (c), autoritatea
relevantd de supraveghere a pietei informeazd autorititile sau organismele publice nationale mentionate la articolul 77
alineatul (1). Comisia elaboreaza orientari specifice pentru a facilita respectarea obligatiilor previzute la alineatul (1) de la
prezentul articol. Orientdrile respective se emit pand la 2 august 2025 si se evalueaza periodic.

(8)  Autoritatea de supraveghere a pietei ia mdsurile corespunzitoare, astfel cum se prevede la articolul 19 din
Regulamentul (UE) 2019/1020, in termen de sapte de zile de la data la care a primit notificarea mentionata la alineatul (1)
de la prezentul articol si urmeazd procedurile de notificare prevazute in respectivul regulament.

(9)  In cazul sistemelor de IA cu grad ridicat de risc mentionate in anexa IIl care sunt introduse pe piatd sau puse in
functiune de furnizori care fac obiectul unor instrumente legislative ale Uniunii care prevdd obligatii de raportare
echivalente cu cele prevazute in prezentul regulament, notificarea incidentelor grave se limiteazd la cele mentionate la
articolul 3 punctul 49 litera (c).

(10)  in cazul sistemelor de IA cu grad ridicat de risc care sunt componente de sigurantd ale unor dispozitive sau sunt ele
insele dispozitive care fac obiectul Regulamentelor (UE) 2017/745 si (UE) 2017/746, notificarea incidentelor grave se
limiteazd la cele mentionate la articolul 3 punctul 49 litera (c) din prezentul regulament si se efectueazd citre autoritatea
nationald competentd aleasd in acest scop de statele membre in care s-a produs incidentul respectiv.

(11)  Autoritdtile nationale competente ii notifici imediat Comisiei orice incident grav, indiferent dacd au luat sau nu

mdsuri cu privire la acesta, in conformitate cu articolul 20 din Regulamentul (UE) 2019/1020.

SECTIUNEA 3

Aplicarea legii

Articolul 74

Supravegherea pietei si controlul sistemelor de IA pe piata Uniunii

(1) Regulamentul (UE) 2019/1020 se aplici sistemelor de IA care intrd sub incidenta prezentului regulament. In scopul
asigurdrii efective a respectdrii prezentului regulament:
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(a) orice trimitere la un operator economic in temeiul Regulamentului (UE) 2019/1020 se interpreteaza ca incluzand toti
operatorii identificati la articolul 2 alineatul (1) din prezentul regulament;

(b) orice trimitere la un produs in temeiul Regulamentului (UE) 2019/1020 se interpreteazd ca incluzand toate sistemele de
IA care intrd in domeniul de aplicare al prezentului regulament.

(2)  Ca parte a obligatiilor lor de raportare in temeiul articolului 34 alineatul (4) din Regulamentul (UE) 2019/1020,
autorititile de supraveghere a pietei raporteazd anual Comisiei si autorititilor nationale de concurentd relevante toate
informatiile identificate in cursul activitdtilor de supraveghere a pietei care ar putea prezenta un potential interes pentru
aplicarea dreptului Uniunii privind normele in materie de concurentd. De asemenea, acestea raporteazd anual Comisiei
despre utilizarea practicilor interzise care a avut loc in anul respectiv si despre misurile luate.

(3)  In cazul sistemelor de IA cu grad ridicat de risc legate de produse reglementate de actele legislative de armonizare ale
Uniunii enumerate in sectiunea A din anexa I, autoritatea de supraveghere a pietei in sensul prezentului regulament este
autoritatea responsabild cu activitdtile de supraveghere a pietei desemnati in temeiul respectivelor acte legislative.

Prin derogare de la primul paragraf si in circumstante corespunzitoare, statele membre pot desemna o altd autoritate
relevantd care sd actioneze in calitate de autoritate de supraveghere a pietei, cu conditia ca acestea sd asigure coordonarea cu
autoritdtile sectoriale relevante de supraveghere a pietei responsabile cu aplicarea legislatiei de armonizare a Uniunii
enumerate in anexa L

(4)  Procedurile mentionate la articolele 79-83 din prezentul regulament nu se aplicd sistemelor de IA legate de produse
reglementate de actele legislative de armonizare ale Uniunii enumerate in sectiunea A din anexa I, atunci cind respectivele
acte juridice previd deja proceduri care asigurd un nivel de protectie echivalent si care au acelasi obiectiv. In astfel de cazuri,
se aplicd in schimb procedurile sectoriale relevante.

(5)  Fard a aduce atingere competentelor autoritatilor de supraveghere a pietei in temeiul articolului 14 din Regulamentul
(UE) 2019/1020, in scopul aplicdrii efective a prezentului regulament, autoritdtile de supraveghere a pietei pot exercita de la
distantd competentele mentionate la articolul 14 alineatul (4) literele (d) si () din respectivul regulament, dupi caz.

(6)  Pentru sistemele de IA cu grad ridicat de risc introduse pe piatd, puse in functiune sau utilizate de institutiile
financiare reglementate de dreptul Uniunii din domeniul serviciilor financiare, autoritatea de supraveghere a pietei in sensul
prezentului regulament este autoritatea nationald relevantd responsabild cu supravegherea financiard a institutiilor
respective in temeiul legislatiei respective, in misura in care introducerea pe piatd, punerea in functiune sau utilizarea
sistemului de IA este in legdturd directd cu furnizarea serviciilor financiare respective.

(7)  Prin derogare de la alineatul (6), in circumstante justificate si cu conditia asigurdrii coordondrii, o altd autoritate
relevantd poate fi identificatd de statul membru drept autoritate de supraveghere a pietei in sensul prezentului regulament.

Autoritdtile nationale de supraveghere a pietei care supravegheazi institutiile de credit reglementate in temeiul Directivei
2013/36/UE, care participd la mecanismul unic de supraveghere instituit prin Regulamentul (UE) nr. 1024/2013, ar trebui
sd raporteze fard intarziere Bancii Centrale Europene orice informatie identificatd in cursul activittilor lor de supraveghere
a pietei care ar putea prezenta un interes potential pentru sarcinile de supraveghere prudentiald ale Bincii Centrale
Europene, astfel cum se specificd in regulamentul respectiv.

(8)  Pentru sistemele de IA cu grad ridicat de risc enumerate la punctul 1 din anexa III la prezentul regulament, in mdsura
in care sistemele sunt utilizate in scopul aplicdrii legii, al gestiondrii frontierelor si al respectarii justitiei si democratiei, si
pentru sistemele de IA cu grad ridicat de risc enumerate la punctele 6, 7 si 8 din anexa III la prezentul regulament, statele
membre desemneazd drept autoritdti de supraveghere a pietei in sensul prezentului regulament fie autorititile competente
de supraveghere a protectiei datelor in temeiul Regulamentului (UE) 2016/679 sau al Directivei (UE) 2016/680, fie orice
alte autoritati desemnate in temeiul acelorasi conditii prevazute la articolele 41-44 din Directiva (UE) 2016/680. Activitatile
de supraveghere a pietei nu afecteaza in niciun fel independenta autoritdtilor judiciare si nici nu interfereaza in alt mod cu
activitdtile acestora atunci cand actioneazd in exercitiul functiei lor judiciare.

(9)  In cazul in care institutii, organe, oficii sau agentii ale Uniunii intrd in domeniul de aplicare al prezentului regulament,
Autoritatea Europeand pentru Protectia Datelor actioneazd in calitate de autoritate de supraveghere a pietei pentru acestea,
cu exceptia cazurilor in care Curtea de Justitie a Uniunii Europene actioneazd in exercitiul functiei sale judiciare.

(10)  Statele membre faciliteazd coordonarea dintre autorititile de supraveghere a pietei desemnate in temeiul prezentului
regulament si alte autorititi sau organisme nationale relevante care supravegheazd aplicarea actelor legislative de
armonizare ale Uniunii enumerate in anexa [ sau in alte acte legislative ale Uniunii care ar putea fi relevante pentru sistemele
de TA cu grad ridicat de risc mentionate in anexa IIL
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(11)  Autoritdtile de supraveghere a pietei si Comisia sunt in mdsurd si propund activitdti comune, inclusiv investigatii
comune, care sd fie efectuate fie de autoritdtile de supraveghere a pietei, fie de autorititile de supraveghere a pietei in
colaborare cu Comisia si care au scopul de a promova conformitatea, de a identifica cazurile de neconformitate, de
a sensibiliza sau de a oferi orientdri in legdturd cu prezentul regulament in ceea ce priveste anumite categorii de sisteme de
IA cu grad ridicat de risc despre care se constatd ci prezintd un risc grav in doud sau mai multe state membre, in
conformitate cu articolul 9 din Regulamentul (UE) 2019/1020. Oficiul pentru IA oferd sprijin in materie de coordonare
pentru investigatiile comune.

(12)  Fdrd a aduce atingere competentelor previzute in Regulamentul (UE) 2019/1020 si daci este relevant si limitat la
ceea ce este necesar pentru a-si indeplini sarcinile, furnizorii acordd acces deplin autorititilor de supraveghere a pietei la
documentatie, precum si la seturile de date de antrenament, de validare si de testare utilizate pentru dezvoltarea sistemelor
de TA cu grad ridicat de risc, inclusiv, dupd caz si sub rezerva unor garantii de securitate, prin interfete de programare
a aplicatiilor (IPA) sau prin alte mijloace si instrumente tehnice relevante care permit accesul de la distanta.

(13)  Autoritdtilor de supraveghere a pietei li se acorda acces la codul sursi al sistemului de IA cu grad ridicat de risc pe
baza unei cereri motivate si numai atunci cand sunt indeplinite ambele conditii urmatoare:

(a) accesul la codul sursd este necesar pentru a evalua conformitatea unui sistem de IA cu grad ridicat de risc cu cerintele
previzute in capitolul IIT sectiunea 2; si

(b) procedurile de testare sau de audit si verificirile bazate pe datele si documentatia furnizate de furnizor au fost epuizate
sau s-au dovedit insuficiente.

(14)  Orice informatii sau documentatie obtinute de autoritdtile de supraveghere a pietei in temeiul prezentului articol
sunt tratate in conformitate cu obligatiile de confidentialitate previzute la articolul 78.

Articolul 75

Asistenta reciprocd, supravegherea pietei si controlul sistemelor de IA de uz general

(1) In cazul in care un sistem de IA se bazeazi pe un model de IA de uz general, iar modelul si sistemul sunt dezvoltate
de acelasi furnizor, Oficiul pentru IA are competenta de a monitoriza i de a supraveghea conformitatea respectivului sistem
de TIA cu obligatiile impuse in temeiul prezentului regulament. Pentru a isi indeplini sarcinile de monitorizare si
supraveghere, Oficiul pentru IA are toate competentele unei autoritdti de supraveghere a pietei prevdzute in prezenta
sectiune si in Regulamentul (UE) 2019/1020.

(2)  In cazul in care au motive suficiente s considere ci sisteme de IA de uz general care pot fi utilizate direct de citre
implementatori pentru cel putin un scop clasificat ca prezentand un grad ridicat de risc in temeiul prezentului regulament
nu respectd cerintele prevdzute in prezentul regulament, autoritdtile relevante de supraveghere a pietei coopereazd cu
Oficiul pentru IA pentru a efectua evaludri ale conformitatii si informeaza in consecintd Consiliul IA si alte autorititi de
supraveghere a pietei.

(3)  Dacd o autoritate de supraveghere a pietei nu este in masurd sd isi incheie investigatia privind sistemul de 1A cu grad
ridicat de risc din cauza incapacitdtii sale de a accesa anumite informatii legate de modelul de IA de uz general, in pofida
faptului cd a depus toate eforturile adecvate pentru a obtine informatiile respective, aceasta poate transmite Oficiului pentru
IA o cerere motivatd prin care accesul la respectivele informatii este impus. In acest caz, Oficiul pentru IA ii furnizeazi
autoritatii solicitante fard intarziere i, in orice caz, in termen de 30 de zile toate informatiile pe care Oficiul pentru IA le
considerd relevante pentru a stabili dacd un sistem de IA cu grad ridicat de risc este neconform. Autorititile de supraveghere
a pietei garanteazd confidentialitatea informatiilor pe care le obtin in conformitate cu articolul 78 din prezentul regulament.
Procedura previzutd in capitolul VI din Regulamentul (UE) 2019/1020 se aplicd mutatis mutandis.

Articolul 76

Supravegherea testdrii in conditii reale de citre autorititile de supraveghere a pietei

(1)  Autoritdtile de supraveghere a pietei detin competentele si prerogativele necesare pentru a se asigura ci testarea in
conditii reale este conformi cu prezentul regulament.
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(2)  In cazul in care se efectueazi testarea in conditii reale pentru sisteme de IA care sunt supravegheate intr-un spatiu de
testare in materie de reglementare in domeniul IA in temeiul articolului 58, autorititile de supraveghere a pietei verifica
conformitatea cu articolul 60 ca parte a rolului lor de supraveghere pentru spatiul de testare in materie de reglementare in
domeniul IA. Autoritdtile respective pot permite, dupd caz, ca testarea in conditii reale si fie efectuatd de furnizor sau de
potentialul furnizor, prin derogare de la conditiile previzute la articolul 60 alineatul (4) literele (f) si (g).

(3)  In cazul in care o autoritate de supraveghere a pietei a fost informati de citre potentialul furnizor, de citre furnizor
sau de citre orice parte tertd despre un incident grav sau are alte motive pentru a considera cd nu sunt indeplinite conditiile
prevazute la articolele 60 si 61, aceasta poate lua oricare dintre urmdtoarele decizii pe teritoriul siu, dupd caz:

(a) suspendarea sau incetarea testdrii in conditii reale;

(b) solicitarea furnizorului sau a potentialului furnizor si a implementatorului sau a potentialului implementator si
modifice orice aspect al testdrii in conditii reale.

(4)  In cazul in care o autoritate de supraveghere a pietei a luat o decizie mentionata la alineatul (3) de la prezentul articol
sau a emis o obiectie in sensul articolului 60 alineatul (4) litera (b), decizia sau obiectia indici motivele care stau la baza
acesteia, precum si modul in care furnizorul sau potentialul furnizor poate contesta decizia sau obiectia.

(5)  Dupd caz, dacd o autoritate de supraveghere a pietei a luat o decizie mentionatd la alineatul (3), aceasta comunicd
motivele care stau la baza deciziei respective autorititilor de supraveghere a pietei din celelalte state membre in care
sistemul de IA a fost testat in conformitate cu planul de testare.

Articolul 77

Competentele autorititilor care protejeazi drepturile fundamentale

(1)  Autorittile sau organismele publice nationale care supravegheazd sau asigurd respectarea obligatiilor in temeiul
dreptului Uniunii care protejeazd drepturile fundamentale, inclusiv dreptul la nediscriminare, in ceea ce priveste utilizarea
sistemelor de IA cu grad ridicat de risc mentionate in anexa IIl au competenta de a solicita si de a accesa orice documentatie
creatd sau pdstratd in temeiul prezentului regulament intr-un limbaj si un format accesibil, atunci cand accesul la
documentatia respectivd este necesar pentru indeplinirea cu eficacitate a mandatelor lor, in limitele jurisdictiei lor.
Autoritatea sau organismul public competent informeazd autoritatea de supraveghere a pietei din statul membru in cauzd
cu privire la orice astfel de cerere.

(2) Pand la 2 noiembrie 2024, fiecare stat membru identificd autoritdtile sau organismele publice mentionate la
alineatul (1) si pune o listd a acestora la dispozitia publicului. Statele membre ii notificd lista Comisiei si celorlalte state
membre si 0 mentin la zi.

(3)  In cazul in care documentatia mentionata la alineatul (1) este insuficientd pentru a stabili daci a avut loc sau nu
o incilcare a obligatiilor in temeiul dreptului Uniunii care protejeazd drepturile fundamentale, autoritatea sau organismul
public mentionat la alineatul (1) poate adresa autoritdtii de supraveghere a pietei o cerere motivatd de organizare a testdrii
sistemului de TA cu grad ridicat de risc prin mijloace tehnice. Autoritatea de supraveghere a pietei organizeazd testarea
implicand indeaproape autoritatea sau organismul public solicitant, intr-un termen rezonabil de la primirea cererii.

(4)  Toate informatiile si documentele obtinute de autoritdtile sau organismele publice nationale mentionate la
alineatul (1) de la prezentul articol in temeiul dispozitiilor prezentului articol sunt tratate in conformitate cu obligatiile de
confidentialitate previzute la articolul 78.

Articolul 78

Confidentialitate

(1)  Comisia, autorititile de supraveghere a pietei si organismele notificate, precum si orice altd persoand fizicd sau
juridicd implicatd in aplicarea prezentului regulament respectd, in conformitate cu dreptul Uniunii sau cu dreptul intern,
confidentialitatea informatiilor si a datelor obtinute in indeplinirea sarcinilor si a activitdtilor lor intr-un mod care si
protejeze, in special:
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(a) drepturile de proprietate intelectuald si informatiile comerciale confidentiale sau secretele comerciale ale unei persoane
fizice sau juridice, inclusiv codul sursd, cu exceptia cazurilor mentionate la articolul 5 din Directiva (UE) 2016/943
a Parlamentului European si a Consiliului (*7);

(b) punerea efectivd in aplicare a prezentului regulament, in special in scopul inspectiilor, investigatiilor si auditurilor;
(c) interesele de securitate publicd si nationald;

(d) desfdsurarea procedurilor penale sau administrative;

(e) informatiile clasificate in temeiul dreptului Uniunii sau al dreptului intern.

(2)  Autoritdtile implicate in aplicarea prezentului regulament in temeiul alineatului (1) solicitd numai datele care sunt
strict necesare pentru evaluarea riscului prezentat de sistemele de IA si pentru exercitarea competentelor lor in conformitate
cu prezentul regulament si cu Regulamentul (UE) 2019/1020. Acestea instituie mdsuri de securitate ciberneticd
corespunzdtoare si eficace pentru a proteja securitatea si confidentialitatea informatiilor si a datelor obtinute si sterg datele
colectate de indatd ce acestea nu mai sunt necesare in scopul pentru care au fost obtinute, in conformitate cu dreptul
Uniunii sau dreptul intern aplicabil.

(3) Fird a aduce atingere alineatelor (1) si (2), informatiile care au ficut obiectul unui schimb in conditii de
confidentialitate intre autorititile nationale competente si intre autoritdtile nationale competente si Comisie nu se divulg
fard consultarea prealabild a autoritatii nationale competente emitente si a implementatorului atunci cand sistemele de IA cu
grad ridicat de risc mentionate la punctul 1, 6 sau 7 din anexa IIl sunt utilizate de autoritdtile de aplicare a legii, de control la
frontiere, de imigratie sau de azil si atunci cind o astfel de divulgare ar pune in pericol interese de sigurantd publicd si de
securitate nationald. Acest schimb de informatii nu acopera datele operationale sensibile legate de activitdtile autoritatilor de
aplicare a legii, de control la frontiere, de imigratie sau de azil.

In cazul in care autorititile de aplicare a legii, de imigratie sau de azil sunt furnizori de sisteme de IA cu grad ridicat de risc
mentionate la punctul 1, 6 sau 7 din anexa III, documentatia tehnicd mentionatd in anexa IV rimane la sediul autorititilor
respective. Autoritdtile respective se asigurd ca autoritdtile de supraveghere a pietei mentionate la articolul 74 alineatele (8)
si (9), dupd caz, pot, la cerere, sd acceseze imediat documentatia sau sd obtind o copie a acesteia. Numai personalului
autorititii de supraveghere a pietei care detine nivelul corespunzitor de autorizatie de securitate i se permite accesul la
documentatia respectivd sau la orice copie a acesteia.

(4)  Alineatele (1), (2) si (3) nu aduc atingere drepturilor si obligatiilor care revin Comisiei, statelor membre si autorittilor
relevante ale acestora, precum si celor care revin organismelor notificate cu privire la schimbul de informatii si difuzarea
avertizdrilor, inclusiv in contextul cooperdrii transfrontaliere, si nu aduc atingere nici obligatiilor partilor in cauzd de
a furniza informatii in temeiul dreptului penal al statelor membre.

(5)  Comisia si statele membre pot face schimb, atunci cand este necesar si in conformitate cu dispozitiile relevante din
acordurile internationale si comerciale, de informatii confidentiale cu autorititile de reglementare din tdri terte cu care au
incheiat acorduri de confidentialitate bilaterale sau multilaterale care garanteazd un nivel adecvat de confidentialitate.

Articolul 79

Procedura la nivel national aplicabili sistemelor de IA care prezintd un risc

(1)  Prin sisteme de IA care prezintd un risc se intelege un ,produs care prezintd un risc”, in sensul definitiei de la
articolul 3 punctul 19 din Regulamentul (UE) 2019/1020, in mdsura in care prezintd riscuri pentru sdnatatea sau siguranta
ori pentru drepturile fundamentale ale persoanelor.

(2)  In cazul in care autoritatea de supraveghere a pietei dintr-un stat membru are suficiente motive si considere ci un
sistem de IA prezintd un risc astfel cum se mentioneazd la alineatul (1) de la prezentul articol, aceasta efectueazd o evaluare
a sistemului de IA in cauzd din punctul de vedere al conformitatii sale cu toate cerintele si obligatiile prevazute in prezentul
regulament. Se acordd o atentie deosebitd sistemelor de IA care prezintd un risc pentru grupurile vulnerabile. Atunci cand
sunt identificate riscuri pentru drepturile fundamentale, autoritatea de supraveghere a pietei informeaza si autoritatile sau
organismele publice nationale relevante mentionate la articolul 77 alineatul (1) si coopereazd pe deplin cu acestea.
Operatorii relevanti coopereazd, dupd caz, cu autoritatea de supraveghere a pietei si cu celelalte autorititi sau organisme
publice nationale mentionate la articolul 77 alineatul (1).

()  Directiva (UE) 2016/943 a Parlamentului European si a Consiliului din 8 iunie 2016 privind protectia know-how-ului si
a informatiilor de afaceri nedivulgate (secrete comerciale) impotriva dobandirii, utilizarii si divulgdrii ilegale JO L 157, 15.6.2016,

p- 1).
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In cazul in care, pe parcursul evaludrii respective, autoritatea de supraveghere a pietei sau, dupi caz, autoritatea de
supraveghere a pietei in cooperare cu autoritatea publicd nationald mentionatd la articolul 77 alineatul (1) constatd cd
sistemul de IA nu respectd cerintele si obligatiile prevdzute in prezentul regulament, aceasta solicitd fird intarzieri
nejustificate operatorului relevant sd ia toate masurile corective adecvate pentru a asigura conformitatea sistemului de 1A,
pentru a retrage sistemul de IA de pe piatd sau pentru a-l rechema intr-un termen pe care autoritatea de supraveghere
a pietei il poate indica i, in orice caz, nu mai tarziu de 15 zile lucrdtoare sau astfel cum se prevede in actele legislative de
armonizare relevante ale Uniunii.

Autoritdtile de supraveghere a pietei informeazd organismul notificat relevant in consecinti. Articolul 18 din Regulamentul
(UE) 2019/1020 se aplicd masurilor mentionate la al doilea paragraf de la prezentul alineat.

(3)  In cazul in care autoritatea de supraveghere a pietei considerd ci neconformitatea nu se limiteaz la teritoriul siu
national, aceasta informeazd fird intarzieri nejustificate Comisia si celelalte state membre cu privire la rezultatele evaludrii si
la mdsurile pe care i le-a impus operatorului.

(4)  Operatorul se asigurd cd sunt luate toate mdsurile corective adecvate pentru toate sistemele de IA in cauzd pe care
acesta le-a pus la dispozitie pe piata Uniunii.

(5)  In cazul in care operatorul unui sistem de IA nu ia msurile corective adecvate in termenul mentionat la alineatul (2),
autoritatea de supraveghere a pietei ia toate mdsurile provizorii corespunzdtoare pentru a interzice sau a restrictiona
punerea la dispozitie a sistemului de A pe piata sa nationald sau punerea acestuia in functiune, pentru a retrage produsul
sau sistemul de IA de sine stititor de pe piata respectivd ori pentru a-l rechema. Autoritatea respectiva notificd fard
intarzieri nejustificate Comisiei si celorlalte state membre mdsurile respective.

(6)  Notificarea mentionatd la alineatul (5) include toate detaliile disponibile, in special informatiile necesare pentru
a identifica sistemul de IA neconform, originea sistemului de IA si lantul de aprovizionare, natura neconformitatii invocate
si riscul implicat, natura si durata misurilor nationale luate, precum si argumentele prezentate de operatorul relevant. in
special, autoritdtile de supraveghere a pietei indicd dacd neconformitatea se datoreazd unuia sau mai multora dintre
urmdtoarele motive:

(a) nerespectarea interdictiei privind practicile in domeniul IA mentionate la articolul 5;
(b) nerespectarea de citre sistemul de IA cu grad ridicat de risc a cerintelor previzute in capitolul III sectiunea 2;

(c) existenta unor deficiente in ceea ce priveste standardele armonizate sau specificatiile comune mentionate la articolele 40
si 41 care conferd o prezumtie de conformitate;

(d) nerespectarea articolului 50.

(7)  Autoritdtile de supraveghere a pietei, altele decat autoritatea de supraveghere a pietei din statul membru care a initiat
procedura, informeaza fard intarzieri nejustificate Comisia si celelalte state membre cu privire la toate mdsurile adoptate si
la toate informatiile suplimentare detinute referitoare la neconformitatea sistemului de IA in cauzd si, in cazul unui
dezacord cu misura nationald notificatd, cu privire la obiectiile lor.

(8)  In cazul in care, in termen de trei luni de la primirea notificirii mentionate la alineatul (5) de la prezentul articol,
nicio autoritate de supraveghere a pietei a niciunui stat membru si nici Comisia nu ridicd vreo obiectie cu privire la
o mdsurd provizorie luatd de o autoritate de supraveghere a pietei a unui alt stat membru, misura respectivd este
considerat justificatd. Acest lucru nu aduce atingere drepturilor procedurale ale operatorului in cauzi in conformitate cu
articolul 18 din Regulamentul (UE) 2019/1020. Termenul de trei luni mentionat la prezentul alineat se reduce la 30 de zile
in cazul nerespectdrii interdictiei privind practicile in domeniul IA mentionate la articolul 5 din prezentul regulament.

(9)  Autoritatile de supraveghere a pietei se asigurd cd se iau mdsuri restrictive adecvate in ceea ce priveste produsul sau
sistemul de IA in cauzd, cum ar fi retragerea fird intarzieri nejustificate a produsului sau a sistemului de IA de pe pietele lor.

Articolul 80

Procedura aplicabild sistemelor de IA clasificate de furnizor ca neprezentind un grad ridicat de risc in aplicarea
anexei III

(1) In cazul in care o autoritate de supraveghere a pietei are motive suficiente si considere c3 un sistem de IA clasificat de
furnizor ca neprezentind un grad ridicat de risc in conformitate cu articolul 6 alineatul (3) prezintd, de fapt, un grad ridicat
de risc, autoritatea de supraveghere a pietei efectueazd o evaluare a sistemului de TA in cauzi in ceea ce priveste clasificarea
sa ca sistem de IA cu grad ridicat de risc, pe baza conditiilor prevazute la articolul 6 alineatul (3) si in orientdrile Comisiei.
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(2)  n cazul in care, pe parcursul evaludrii respective, autoritatea de supraveghere a pietei constatd ca sistemul de IA in
cauzd prezintd un grad ridicat de risc, aceasta solicitd fird intarzieri nejustificate furnizorului relevant s ia toate masurile
necesare pentru a asigura conformitatea sistemului de IA cu cerintele si obligatiile prevdzute in prezentul regulament,
precum si sd ia mdsuri corective adecvate intr-un termen pe care autoritatea de supraveghere a pietei il poate indica.

(3)  Incazul in care autoritatea de supraveghere a pietei considera ci utilizarea sistemului de IA in cauzd nu se limiteaz3 la
teritoriul sdu national, aceasta informeaza fard intarzieri nejustificate Comisia si celelalte state membre cu privire la
rezultatele evaludrii si la msurile pe care i le-a impus furnizorului.

(4)  Furnizorul se asigurd cd se iau toate mdsurile necesare pentru a asigura conformitatea sistemului de IA cu cerintele si
obligatiile prevdzute in prezentul regulament. In cazul in care furnizorul unui sistem de IA in cauzi nu asigurd
conformitatea sistemului de IA cu respectivele cerinte si obligatii in termenul mentionat la alineatul (2) de la prezentul
articol, furnizorului i se aplicd amenzi in conformitate cu articolul 99.

(5)  Furnizorul se asigurd ci sunt intreprinse toate masurile corective adecvate pentru toate sistemele de IA in cauzd pe
care acesta le-a pus la dispozitie pe piata Uniunii.

(6)  Daci furnizorul sistemului de IA in cauza nu ia mdsurile corective adecvate in termenul mentionat la alineatul (2) de
la prezentul articol, se aplicd articolul 79 alineatele (5)-(9).

(7)  Dacd, in cursul evaludrii respective in temeiul alineatului (1) de la prezentul articol, autoritatea de supraveghere
a pietei stabileste ci sistemul de IA a fost clasificat gresit de furnizor ca neprezentind un grad ridicat de risc pentru a eluda
aplicarea cerintelor de la capitolul III sectiunea 2, furnizorului i se aplicd amenzi in conformitate cu articolul 99.

(8)  In exercitarea competentei lor de monitorizare a aplicarii prezentului articol si in conformitate cu articolul 11 din
Regulamentul (UE) 2019/1020, autorititile de supraveghere a pietei pot efectua verificdri adecvate, tindnd seama in special
de informatiile stocate in baza de date a UE mentionatd la articolul 71 din prezentul regulament.

Articolul 81

Procedura de salvgardare a Uniunii

(1)  Dacd, in termen de trei luni de la primirea notificdrii mentionate la articolul 79 alineatul (5) sau in termen de 30 de
zile in cazul nerespectdrii interdictiei privind practicile in domeniul IA mentionate la articolul 5, se ridicd obiectii de citre
autoritatea de supraveghere a pietei a unui stat membru impotriva unei masuri luate de altd autoritate de supraveghere
a pietei sau in cazul in care Comisia considerd cd mdasura este contrard dreptului Uniunii, Comisia initiazd fard intarzieri
nejustificate consultdri cu autoritatea de supraveghere a pietei a statului membru relevant si cu operatorul sau operatorii si
evalueazd masura nationald. Pe baza rezultatelor evaludrii respective, Comisia decide daci masura nationald este justificatd
sau nu in termen de sase luni ori, in cazul nerespectdrii interdictiei privind practicile in domeniul IA mentionate la
articolul 5, in termen de 60 de zile de la notificarea mentionatd la articolul 79 alineatul (5) si notificd aceastd decizie
autoritatii de supraveghere a pietei a statului membru in cauzd. Comisia informeazd, de asemenea, toate celelalte autoritati
de supraveghere a pietei cu privire la decizia sa.

(2)  In cazul in care Comisia considerd cd misura luati de statul membru in cauzi este justificat, toate statele membre se
asigurd cd iau masuri restrictive adecvate in ceea ce priveste sistemul de IA in cauzd, cum ar fi impunerea retragerii fard
intarzieri nejustificate a sistemului de IA de pe piata lor, si informeazd Comisia in consecinti. in cazul in care Comisia
considerd ci mdsura nationald este nejustificatd, statul membru in cauzd retrage mdisura si informeazd Comisia in
consecintd.

(3)  Atunci cand mdsura nationald este consideratd justificatd, iar neconformitatea sistemului de IA este atribuitd unor
deficiente ale standardelor armonizate sau ale specificatiilor comune mentionate la articolele 40 si 41 din prezentul
regulament, Comisia aplicd procedura previzutd la articolul 11 din Regulamentul (UE) nr. 1025/2012.

Articolul 82

Sisteme de IA conforme care prezintd un risc

(1)  Dacd, in urma efectudrii unei evaludri in temeiul articolului 79, dupd consultarea autoritdtii publice nationale
relevante mentionate la articolul 77 alineatul (1), autoritatea de supraveghere a pietei dintr-un stat membru constata cd, desi
un sistem de IA cu grad ridicat de risc este in conformitate cu prezentul regulament, acesta prezintd totusi un risc pentru
sdndtatea sau siguranta persoanelor, pentru drepturile fundamentale sau pentru alte aspecte legate de protectia interesului
public, autoritatea de supraveghere a pietei respectivd impune operatorului relevant sd ia toate masurile corespunzitoare
pentru a se asigura cd sistemul de IA in cauzd, atunci cand este introdus pe piatd sau pus in functiune, nu mai prezinta riscul
respectiv fard intdrzieri nejustificate, intr-un termen pe care aceasta il poate indica.

108/144 ELL http://data.europa.cu/eli/reg/2024/1689/oj



JOL, 12.7.2024 RO

(2)  Furnizorul sau alt operator relevant se asigurd ci sunt luate masuri corective cu privire la toate sistemele de IA in
cauzd pe care le-a pus la dispozitie pe piata Uniunii, in termenul previzut de autoritatea de supraveghere a pietei din statul
membru mentionat la alineatul (1).

(3)  Statele membre informeazd imediat Comisia si celelalte state membre cu privire la o constatare in temeiul
alineatului (1). Informatiile includ toate detaliile disponibile, in special datele necesare pentru identificarea sistemului de IA
in cauzd, originea si a lantul de aprovizionare aferent acestuia, natura riscului implicat, precum si natura si durata masurilor
nationale luate.

(4)  Comisia initiazd fird intdrzieri nejustificate consultiri cu statele membre in cauzd si cu operatorii relevanti si
evalueazd misurile nationale luate. Pe baza rezultatelor evaludrii respective, Comisia decide dacd mdsura este justificata si,
dupi caz, propune alte misuri adecvate.

(5)  Comisia comunicd imediat decizia sa statelor membre in cauzd si operatorilor relevanti. Aceasta informeazd, de

asemenea, celelalte state membre.

Articolul 83

Neconformitatea formali

(1) Autoritatea de supraveghere a pietei dintr-un stat membru solicitdi operatorului relevant si pund capit
neconformititii in cauzd, intr-un termen pe care aceasta il poate indica, atunci cind constati una dintre situatiile urmatoare:

(a) marcajul CE a fost aplicat cu incilcarea articolului 48;

(b) marcajul CE nu a fost aplicat;

(c) declaratia de conformitate UE mentionati la articolul 47 nu a fost intocmitd;

(d) declaratia de conformitate UE mentionati la articolul 47 nu a fost intocmitd corect;
() nu a fost efectuatd inregistrarea in baza de date a UE mentionatd la articolul 71;

(f) dupd caz, nu a fost numit un reprezentant autorizat;

(g) documentatia tehnicd nu este disponibild.

(2)  n cazul in care neconformitatea mentionata la alineatul (1) persistd, autoritatea de supraveghere a pietei din statul
membru in cauzd ia masuri corespunzitoare si proportionate pentru a restrictiona sau a interzice punerea la dispozitie pe
piatd a sistemului de IA cu grad ridicat de risc sau pentru a se asigura cd acesta este rechemat sau retras de pe piatd fard
intarziere.

Articolul 84

Structurile de sprijin pentru testarea IA ale Uniunii

(1)  Comisia desemneazd una sau mai multe structuri de sprijin pentru testarea IA ale Uniunii pentru a indeplini sarcinile
enumerate la articolul 21 alineatul (6) din Regulamentul (UE) 2019/1020 in domeniul IA.

(2)  Fird a aduce atingere sarcinilor mentionate la alineatul (1), structurile de sprijin pentru testarea IA ale Uniunii
furnizeazd, de asemenea, consiliere tehnicd sau stiintificdi independentd la cererea Consiliului 1A, a Comisiei sau
a autoritdtilor de supraveghere a pietei.
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SECTIUNEA 4

Cdi de atac

Articolul 85

Dreptul de a depune o plingere la o autoritate de supraveghere a pietei

Fird a aduce atingere altor cdi de atac administrative sau judiciare, orice persoand fizicd sau juridicd care are motive si
considere ¢d a avut loc o incdlcare a dispozitiilor prezentului regulament poate depune plangeri la autoritatea de
supraveghere a pietei relevanta.

In conformitate cu Regulamentul (UE) 2019/1020, astfel de plangeri sunt luate in considerare in scopul desfisurarii
activitdtilor de supraveghere a pietei si sunt tratate in conformitate cu procedurile specifice stabilite in acest scop de
autoritatile de supraveghere a pietei.

Articolul 86

Dreptul la explicarea ludrii deciziilor individuale

(1)  Orice persoand afectatd care face obiectul unei decizii care este luatd de implementator pe baza rezultatelor unui
sistem de IA cu grad ridicat de risc enumerat in anexa III, cu exceptia sistemelor enumerate la punctul 2 din aceasta, si care
produce efecte juridice sau o afecteazi pe persoana respectiva in mod similar intr-un grad semnificativ de o manier3 pe care
o considerd a avea un impact negativ asupra sdnatatii, sigurantei sau drepturilor sale fundamentale are dreptul de a solicita
implementatorului explicatii clare si semnificative cu privire la rolul sistemului de IA in procedura decizionald si la
principalele elemente ale deciziei luate.

(2)  Alineatul (1) nu se aplicd utilizdrii sistemelor de IA pentru care exceptiile sau restrictiile de la obligatia previzuti la
alineatul respectiv decurg din dreptul Uniunii sau din dreptul intern in conformitate cu dreptul Uniunii.

(3)  Prezentul articol se aplicd numai in masura in care dreptul mentionat la alineatul (1) nu este deja prevazut in dreptul
Uniunii.

Articolul 87

Raportarea incilcarilor si protectia persoanelor care efectueazd raportarea

In ceea ce priveste raportarea incilcirilor prezentului regulament si protectia persoanelor care raporteaza astfel de incalcari
se aplicd Directiva (UE) 2019/1937.

SECTIUNEA 5

Supravegherea, investigarea, aplicarea legii si monitorizarea in ceea ce priveste furnizorii de modele de IA de uz general

Articolul 88

Executarea obligatiilor furnizorilor de modele de IA de uz general

(1)  Comisia are competente exclusive de a supraveghea si de a asigura respectarea capitolului V, tindnd seama de
garantiile procedurale in temeiul articolului 94. Comisia incredinteazd Oficiului pentru IA punerea in aplicare a acestor
sarcini, fard a aduce atingere competentelor de organizare ale Comisiei si repartizdrii competentelor intre statele membre si
Uniune pe baza tratatelor.

(2)  Fard a aduce atingere articolului 75 alineatul (3), autorititile de supraveghere a pietei ii pot solicita Comisiei sd isi
exercite competentele previzute in prezenta sectiune, in cazul in care acest lucru este necesar si proportional pentru
a sprijini indeplinirea sarcinilor care le revin in temeiul prezentului regulament.
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Articolul 89

Misuri de monitorizare

(1) In scopul indeplinirii sarcinilor care ii sunt atribuite in temeiul prezentei sectiuni, Oficiul pentru IA poate lua
mdsurile necesare pentru a monitoriza punerea in aplicare si respectarea efectivdi a prezentului regulament de citre
furnizorii de modele de IA de uz general, inclusiv respectarea de citre acestia a codurilor de bune practici aprobate.

(2)  Furnizorii din aval au dreptul de a depune o plangere privind incilcarea prezentului regulament. O plangere trebuie
sd fie motivatd corespunzitor si sd indice cel putin:

(a) punctul de contact al furnizorului modelului de TA de uz general in cauz;

(b) o descriere a faptelor relevante, a dispozitiilor vizate ale prezentului regulament si a motivului pentru care furnizorul
din aval considerd cd furnizorul modelului de IA de uz general in cauzd a incilcat prezentul regulament;

(c) orice alte informatii pe care furnizorul din aval care a transmis cererea le considerd relevante, inclusiv, dupd caz,

informatii colectate din proprie initiativa.

Articolul 90

Alerte privind riscurile sistemice transmise de grupul stiintific
(1)  Grupul stiintific poate transmite o alertd calificatd citre Oficiul pentru IA in cazul in care are motive si suspecteze c:
(@) un model de IA de uz general prezintd un risc identificabil concret la nivelul Uniunii; sau
(b) un model de IA de uz general indeplineste conditiile mentionate la articolul 51.

(2)  In urma unei astfel de alerte calificate, Comisia, prin intermediul Oficiului pentru IA si dupi ce a informat Consiliui
IA, poate exercita competentele previzute in prezenta sectiune in scopul analizdrii chestiunii. Oficiul pentru IA informeazd
Consiliul IA cu privire la orice masurd in conformitate cu articolele 91-94.

(3) O alerta calificatd trebuie sa fie motivatd corespunzitor si s indice cel putin:
(a) punctul de contact al furnizorului modelului de TA de uz general cu risc sistemic in cauzi;
(b) o descriere a faptelor relevante si a motivelor care stau la baza alertei transmise de grupul stiintific;
(c) orice alte informatii pe care grupul stiintific le considerd relevante, inclusiv, dupd caz, informatii colectate din proprie
initiativa.
Articolul 91

Competenta de a solicita documente si informatii

(1)  Comisia poate solicita furnizorului modelului de IA de uz general in cauzi si furnizeze documentatia intocmitd de
furnizor in conformitate cu articolele 53 si 55 sau orice informatii suplimentare care sunt necesare in scopul evaludrii
conformitdtii furnizorului cu prezentul regulament.

(2)  Tnainte de trimiterea cererii de informatii, Oficiul pentru IA poate initia un dialog structurat cu furnizorul modelului
de IA de uz general.

(3)  La cererea justificatd in mod corespunzdtor a grupului stiintific, Comisia poate emite o cerere de informatii adresatd
unui furnizor al unui model de IA de uz general, in cazul in care accesul la informatii este necesar si proportional pentru
indeplinirea sarcinilor grupului stiintific in temeiul articolului 68 alineatul (2).
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(4)  Cererea de informatii precizeazd temeiul juridic si scopul cererii, specificd informatiile solicitate, stabileste termenul
in care acestea trebuie furnizate si indicd amenzile prevazute la articolul 101 pentru furnizarea de informatii incorecte,
incomplete sau ingeldtoare.

(5)  Furnizorul modelului de TA de uz general in cauzd sau reprezentantul acestuia furnizeazi informatiile solicitate. In
cazul persoanelor juridice, al societdtilor sau firmelor ori in cazul in care furnizorul nu are personalitate juridicd, persoanele
autorizate sd le reprezinte in temeiul legii sau al statutului lor furnizeaza informatiile solicitate in numele furnizorului
modelului de IA de uz general in cauza. Juristii autorizati corespunzator s actioneze in acest sens pot furniza informatiile
in numele clientilor lor. Clientii rdman totusi pe deplin rdspunzdtori in situatia in care informatiile furnizate sunt
incomplete, incorecte sau inselitoare.

Articolul 92

Competenta de a efectua evaludri
(1)  Oficiul pentru IA, dupd consultarea Consiliului IA, poate efectua evaludri ale modelului de IA de uz general in cauza:

(a) pentru a evalua respectarea de citre furnizor a obligatiilor care ii revin in temeiul prezentului regulament, in cazul in
care informatiile colectate in temeiul articolului 91 sunt insuficiente; sau

(b) pentru a investiga riscurile sistemice la nivelul Uniunii ale modelelor de IA de uz general cu risc sistemic, in special in
urma unei alerte calificate a grupului stiintific in conformitate cu articolul 90 alineatul (1) litera (a).

(2)  Comisia poate decide sd numeascd experti independenti care s efectueze evaludri in numele sdu, inclusiv din cadrul
grupului stiintific instituit in temeiul articolului 68. Expertii independenti numiti pentru aceastd sarcind indeplinesc criteriile
mentionate la articolul 68 alineatul (2).

(3)  In sensul alineatului (1), Comisia poate solicita accesul la modelul de IA de uz general in cauzi prin intermediul API
sau al altor mijloace si instrumente tehnice adecvate, inclusiv codul sursa.

(4)  Cererea de acces mentioneazd temeiul juridic, scopul si motivele cererii si stabileste termenul in care trebuie acordat
accesul, precum si amenzile prevazute la articolul 101 pentru neacordarea accesului.

(5)  Furnizorul modelului de TA de uz general in cauza sau reprezentantul acestuia furnizeaza informatiile solicitate. In
cazul persoanelor juridice, societdtilor sau firmelor ori in cazul in care furnizorul nu are personalitate juridicd, persoanele
autorizate sa il reprezinte in temeiul legii sau al statutului sdu furnizeaza accesul solicitat in numele furnizorului modelului
de IA de uz general in cauzd.

(6)  Comisia adoptd acte de punere in aplicare care stabilesc modalititile detaliate si conditiile evaludrilor, inclusiv
modalitdtile detaliate de implicare a expertilor independenti, precum si procedura de selectie a acestora. Actele de punere in
aplicare respective se adoptd in conformitate cu procedura de examinare mentionatd la articolul 98 alineatul (2).

(7)  Inainte de a solicita accesul la modelul de TA de uz general in cauzd, Oficiul pentru IA poate initia un dialog structurat
cu furnizorul modelului de IA de uz general, pentru a colecta mai multe informatii cu privire la testarea internd a modelului,
la garantiile interne pentru prevenirea riscurilor sistemice si la alte proceduri si masuri interne pe care furnizorul le-a
instituit pentru a atenua astfel de riscuri.

Articolul 93

Competenta de a solicita masuri
(1) In cazul in care este necesar si adecvat, Comisia le poate solicita furnizorilor:

(a) sd ia mdsuri adecvate pentru a respecta obligatiile previzute la articolele 53 si 54;
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(b) sd pund in aplicare mdsuri de atenuare, in cazul in care evaluarea efectuatd in conformitate cu articolul 92 a dat nastere
unei preocupdri serioase si intemeiate cu privire la un risc sistemic la nivelul Uniunii;

(c) s restrictioneze punerea la dispozitie pe piatd a modelului, sd il retragd sau sd il recheme.

(2)  Inainte de a solicita o mdsurd, Oficiul pentru IA poate initia un dialog structurat cu furnizorul modelului de IA de uz
general.

(3)  In cazul in care, in cursul dialogului structurat mentionat la alineatul (2), furnizorul modelului de IA de uz general cu
risc sistemic isi asuma angajamente de a pune in aplicare mdsuri de atenuare a unui risc sistemic la nivelul Uniunii, Comisia
poate, prin intermediul unei decizii, sd confere respectivelor angajamente caracter obligatoriu si sa declare cd nu exista alte
motive pentru a actiona.

Articolul 94

Drepturile procedurale ale operatorilor economici ai modelului de IA de uz general

Articolul 18 din Regulamentul (UE) 2019/1020 se aplicd mutatis mutandis furnizorilor modelului de IA de uz general, fird
a aduce atingere drepturilor procedurale mai specifice prevazute in prezentul regulament.

CAPITOLUL X
CODURI DE CONDUITA SI ORIENTARI

Articolul 95

Coduri de conduitd pentru aplicarea voluntard a cerintelor specifice

(1)  Oficiul pentru IA si statele membre incurajeazi si faciliteazd elaborarea de coduri de conduitd, inclusiv mecanisme de
guvernantd conexe, menite sd promoveze aplicarea voluntard in cazul altor sisteme de IA decit sistemele de IA cu grad
ridicat de risc a unora dintre cerintele sau a tuturor cerintelor previzute in capitolul IIl sectiunea 2, tindnd seama de solutiile
tehnice disponibile si de bunele practici ale sectorului care permit aplicarea unor astfel de cerinte.

(2)  Oficiul pentru IA si statele membre faciliteazd elaborarea de coduri de conduitd privind aplicarea voluntard, inclusiv
de citre implementatori, a unor cerinte specifice in privinta tuturor sistemelor de 1A, pe baza unor obiective clare si a unor
indicatori-cheie de performantd pentru a misura indeplinirea obiectivelor respective, inclusiv a unor elemente precum
urmdtoarele, dar fird a se limita la acestea:

(a) elementele aplicabile prevazute in orientdrile etice ale Uniunii pentru o IA de incredere;

(b) evaluarea si reducerea la minimum a impactului sistemelor de IA asupra durabilitdtii mediului, inclusiv in ceea ce
priveste programarea eficientd din punct de vedere energetic si tehnici pentru proiectarea, antrenarea si utilizarea
eficientd a IA;

(c) promovarea alfabetizdrii in domeniul IA, in special pe cea a persoanelor care se ocupd de dezvoltarea, operarea si
utilizarea IA;

(d) facilitarea unei proiectdri a sistemelor de IA care s tind seama de incluziune si diversitate, inclusiv prin crearea unor
echipe de dezvoltare incluzive si diverse §i promovarea participdrii partilor interesate la acest proces;

(e) evaluarea si prevenirea impactului negativ al sistemelor de IA asupra persoanelor vulnerabile sau grupurilor de persoane
vulnerabile, inclusiv in ceea ce priveste accesibilitatea pentru persoanele cu dizabilitdti, precum si asupra egalitdtii de
gen.

(3)  Codurile de conduitd pot fi elaborate de furnizori sau implementatori individuali de sisteme de IA sau de organizatii
care i reprezintd sau de ambele, inclusiv cu implicarea oricdror parti interesate si a organizatiilor lor reprezentative, inclusiv
organizatiile societdtii civile si mediul academic. Codurile de conduita pot acoperi unul sau mai multe sisteme de IA, tindnd
seama de similaritatea scopului preconizat al sistemelor relevante.

(4)  Oficiul pentru IA si statele membre tin seama de interesele si nevoile specifice ale IMM-urilor, inclusiv ale
intreprinderilor nou-infiintate, atunci cind incurajeazi si faciliteaza elaborarea de coduri de conduita.
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Articolul 96

Orientdri din partea Comisiei privind punerea in aplicare a prezentului regulament
(1)  Comisia elaboreazd orientdri privind punerea in aplicare practicd a prezentului regulament, in special cu privire la:
(a) aplicarea cerintelor si obligatiilor mentionate la articolele 8-15 si la articolul 25;
(b) practicile interzise mentionate la articolul 5;
(c) punerea in aplicare concretd a dispozitiilor referitoare la modificarea substantiald;
(d) punerea in aplicare concretd a obligatiilor de transparentd prevazute la articolul 50;

(e) informatii detaliate privind relatia dintre prezentul regulament si actele legislative de armonizare ale Uniunii enumerate
in anexa I, precum si alte acte legislative relevante ale Uniunii, inclusiv in ceea ce priveste coerenta in aplicarea acestora;

(f) aplicarea definitiei unui sistem de IA astfel cum este prevazutd la articolul 3 punctul 1.

Atunci cand emite astfel de orientdri, Comisia acordd o atentie deosebitd nevoilor IMM-urilor, inclusiv ale intreprinderilor
nou-infiintate, ale autoritdtilor publice locale si ale sectoarelor celor mai susceptibile de a fi afectate de prezentul
regulament.

Orientdrile mentionate la primul paragraf de la prezentul alineat tin seama in mod corespunzitor de stadiul de avansare
general recunoscut al tehnologiei in domeniul IA, precum si de standardele armonizate si specificatiile comune relevante
mentionate la articolele 40 si 41 sau de acele standarde armonizate sau specificatii tehnice care sunt stabilite in temeiul
legislatiei de armonizare a Uniunii.

(2)  La cererea statelor membre sau a Oficiului pentru IA ori din proprie initiativd, Comisia actualizeazd orientdrile
adoptate anterior atunci cand considerd necesar.

CAPITOLUL XI
DELEGAREA DE COMPETENTE SI PROCEDURA COMITETULUI

Articolul 97

Exercitarea delegarii
(1)  Competenta de a adopta acte delegate este conferitd Comisiei in conditiile previzute la prezentul articol.

(2)  Competenta de a adopta acte delegate mentionata la articolul 6 alineatele (6) si (7), la articolul 7 alineatele (1) si (3), la
articolul 11 alineatul (3), la articolul 43 alineatele (5) si (6), la articolul 47 alineatul (5), la articolul 51 alineatul (3), la
articolul 52 alineatul (4) si la articolul 53 alineatele (5) si (6) se conferd Comisiei pe o perioadd de cinci ani de la 1 august
2024. Comisia elaboreazd un raport privind delegarea de competente cu cel putin noud luni inainte de incheierea perioadei
de cinci ani. Delegarea de competente se prelungeste tacit cu perioade de timp identice, cu exceptia cazului in care
Parlamentul European sau Consiliul se opune prelungirii respective cu cel putin trei luni inainte de incheierea fiecirei
perioade.

(3)  Delegarea de competente mentionatd la articolul 6 alineatele (6) si (7), la articolul 7 alineatele (1) si (3), la articolul 11
alineatul (3), la articolul 43 alineatele (5) si (6), la articolul 47 alineatul (5), la articolul 51 alineatul (3), la articolul 52
alineatul (4) si la articolul 53 alineatele (5) si (6) poate fi revocatd oricind de Parlamentul European sau de Consiliu.
O decizie de revocare pune capdt delegirii de competente specificate in decizia respectivd. Decizia produce efecte din ziua
care urmeazd datei publicdrii acesteia in Jurnalul Oficial al Uniunii Europene sau de la o datd ulterioard mentionatd in decizie.
Decizia nu aduce atingere actelor delegate care sunt deja in vigoare.

(4)  Tnainte de adoptarea unui act delegat, Comisia consultd expertii desemnati de fiecare stat membru in conformitate cu
principiile previzute in Acordul interinstitutional din 13 aprilie 2016 privind o mai buni legiferare.
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(5) De indati ce adoptd un act delegat, Comisia il notificd simultan Parlamentului European si Consiliului.

(6)  Orice act delegat adoptat in temeiul articolului 6 alineatul (6) sau (7), al articolului 7 alineatul (1) sau (3), al
articolului 11 alineatul (3), al articolului 43 alineatul (5) sau (6), al articolului 47 alineatul (5), al articolului 51 alineatul (3),
al articolului 52 alineatul (4) sau al articolului 53 alineatul (5) sau (6) intrd in vigoare numai in cazul in care nici
Parlamentul European si nici Consiliul nu au formulat obiectii in termen de trei luni de la notificarea acestuia citre
Parlamentul European si Consiliu sau in cazul in care, inaintea expirdrii termenului respectiv, Parlamentul European si
Consiliul au informat Comisia cd nu vor formula obiectii. Respectivul termen se prelungeste cu trei luni la initiativa
Parlamentului European sau a Consiliului.

Articolul 98
Procedura comitetului

(1)  Comisia este asistatd de un comitet. Respectivul comitet reprezintd un comitet in intelesul Regulamentului (UE)
nr. 182/2011.

(2)  In cazul in care se face trimitere la prezentul alineat, se aplicd articolul 5 din Regulamentul (UE) nr. 182/2011.

CAPITOLUL XII
SANCTIUNI

Articolul 99

Sanctiuni

(1) In conformitate cu termenele si conditiile prevdzute in prezentul regulament, statele membre stabilesc normele
privind sanctiunile si alte mdsuri de aplicare a legii, care pot include, de asemenea, avertismente i masuri nemonetare,
aplicabile in cazul incdlcarii prezentului regulament de citre operatori, i iau toate masurile necesare pentru a se asigura cd
acestea sunt puse in aplicare in mod corespunzitor si efectiv, tinand astfel seama de orientdrile emise de Comisie in temeiul
articolului 96. Sanctiunile prevazute trebuie s fie efective, proportionale si cu efect de descurajare. Acestea tin seama de
interesele IMM-urilor, inclusiv ale intreprinderilor nou-infiintate, precum si de viabilitatea lor economici.

(2)  Statele membre ii notificdi Comisiei, fard intarziere si cel tirziu pand la data inceperii aplicirii, normele privind
sanctiunile si alte masuri de aplicare a legii mentionate la alineatul (1) si 1i comunici acesteia fard intarziere orice modificare
ulterioard a acestora.

(3)  Nerespectarea oricdreia dintre interdictiile privind practicile in domeniul IA mentionate la articolul 5 face obiectul
unor amenzi administrative de pand la 35000 000 EUR sau, in cazul in care autorul infractiunii este o intreprindere, de
pand la 7 % din cifra sa de afaceri mondiali totald anuald pentru exercitiul financiar precedent, ludndu-se in considerare
valoarea cea mai mare dintre acestea.

(4)  Neconformitatea cu oricare dintre urmatoarele dispozitii referitoare la operatori sau la organismele notificate, altele
decat cele prevdzute la articolul 5, face obiectul unor amenzi administrative de pand la 15 000 000 EUR sau, in cazul in care
autorul infractiunii este o intreprindere, de pand la 3 % din cifra sa de afaceri mondiald totald anuald pentru exercitiul
financiar precedent, ludndu-se in considerare valoarea cea mai mare dintre acestea:

(a) obligatiile furnizorilor in temeiul articolului 16;

(b) obligatiile reprezentantilor autorizati in temeiul articolului 22;
(c) obligatiile importatorilor in temeiul articolului 23;

(d) obligatiile distribuitorilor in temeiul articolului 24;

(e) obligatiile implementatorilor in temeiul articolului 26;

(f) cerintele si obligatiile organismelor notificate in temeiul articolului 31, al articolului 33 alineatele (1), (3) si (4) sau al
articolului 34;

(g) obligatiile de transparentd pentru furnizori si implementatori in temeiul articolului 50.
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(5)  Furnizarea de informatii incorecte, incomplete sau inseldtoare organismelor notificate sau autoritatilor nationale
competente ca raspuns la o cerere face obiectul unor amenzi administrative de pana la 7 500 000 EUR sau, in cazul in care
autorul infractiunii este o intreprindere, de pand la 1% din cifra sa de afaceri mondiald totald anuald pentru exercitiul
financiar precedent, ludndu-se in considerare valoarea cea mai mare dintre acestea.

(6)  In cazul IMM-urilor, inclusiv al intreprinderilor nou-infiintate, fiecare amendd mentionata la prezentul articol nu
depiseste procentajele sau cuantumul mentionate la alineatele (3), (4) si (5), ludndu-se in considerare valoarea cea mai micd
dintre acestea.

(7)  Atunci cind se decide dacd s se impund o amenda administrativa si cdnd se decide cu privire la cuantumul amenzii
administrative in fiecare caz in parte, se iau in considerare toate circumstantele relevante ale situatiei specifice si, dupa caz,
se acordd atentie urmdtoarelor aspecte:

(a) natura, gravitatea si durata incdlcdrii si a consecintelor acesteia, tinindu-se seama de scopul sistemului de IA in cauzi,
precum si, dupd caz, de numdrul de persoane afectate §i de nivelul prejudiciilor suferite de acestea;

(b) dacd alte autoritdti de supraveghere a pietei au aplicat deja amenzi administrative aceluiasi operator pentru aceeasi
incdlcare;

(c) dacd alte autoritdti au aplicat deja amenzi administrative aceluiasi operator pentru incdlcdri ale altor acte din dreptul
Uniunii sau de drept intern, in cazul in care astfel de incdlcdri rezultd din aceeasi activitate sau omisiune care constituie
o incdlcare relevantd a prezentului regulament;

(d) dimensiunile, cifra de afaceri anuald si cota de piatd ale operatorului care a sdvarsit incilcarea;

(e) orice alt factor agravant sau atenuant aplicabil circumstantelor cazului, cum ar fi beneficiile financiare dobandite sau
pierderile evitate in mod direct sau indirect ca urmare a incalcarii;

(f) gradul de cooperare cu autoritdtile nationale competente, pentru a remedia incdlcarea si a atenua efectele negative
posibile ale incalcarii;

(2) gradul de responsabilitate al operatorului, tindndu-se seama de mdsurile tehnice si organizatorice puse in aplicare de
acesta;

(h) modul in care incilcarea a fost adusi la cunostinta autorititilor nationale competente, in special daci si, in caz afirmativ,
in ce masurd operatorul a notificat incdlcarea;

(i) dacd incilcarea a fost comisd cu intentie sau din culpd;
(j) orice masurd luatd de operator pentru a atenua dauna suferitd de persoanele afectate.

(8)  Fiecare stat membru stabileste norme cu privire la misura in care pot fi impuse amenzi administrative autorititilor si
organismelor publice stabilite in statul membru respectiv.

(9)  In functie de sistemul juridic al statelor membre, normele privind amenzile administrative pot fi aplicate astfel incat
amenzile si fie impuse de instantele nationale competente sau de alte organisme, dupd cum este aplicabil in statele membre
respective. Aplicarea unor astfel de norme in statele membre respective are un efect echivalent.

(10)  Exercitarea competentelor in temeiul prezentului articol are loc cu conditia existentei unor garantii procedurale
adecvate in conformitate cu dreptul Uniunii si cu dreptul intern, inclusiv cdi de atac judiciare eficace si dreptul la un proces
echitabil.

(11)  Statele membre raporteaza anual Comisiei cu privire la amenzile administrative pe care le-au aplicat in cursul anului
respectiv, in conformitate cu prezentul articol, precum si cu privire la orice litigii sau proceduri judiciare conexe.

Articolul 100

Amenzi administrative aplicate institutiilor, organelor, oficiilor si agentiilor Uniunii

(1)  Autoritatea Europeand pentru Protectia Datelor poate impune amenzi administrative institutiilor, organelor, oficiilor
si agentiilor Uniunii care intrd in domeniul de aplicare al prezentului regulament. Atunci cand se decide dacd sd se impuna
o amendi administrativd si cand se decide cu privire la cuantumul amenzii administrative in fiecare caz in parte, se iau in
considerare toate circumstantele relevante ale situatiei specifice si se acordd atentia cuvenitd urmatoarelor aspecte:
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(a) natura, gravitatea §i durata incalcarii §i a consecingelor acesteia, tinind seama de scopul sistemului de IA in cauzi,
precum si, dupd caz, de numarul de persoane afectate si de nivelul prejudiciului suferit de acestea;

(b) gradul de responsabilitate al institutiei, organului, oficiului sau agentiei Uniunii, tindndu-se seama de mdsurile tehnice si
organizationale implementate de acestea;

(c) orice masurd luatd de institutia, organul, oficiul sau agentia Uniunii pentru a atenua prejudiciul suferit de persoanele
afectate;

(d) gradul de cooperare cu Autoritatea Europeand pentru Protectia Datelor pentru a remedia incilcarea si a atenua
posibilele efecte negative ale incilcdrii, inclusiv respectarea oricdreia dintre masurile dispuse anterior de Autoritatea
Europeand pentru Protectia Datelor impotriva institutiei, organului, oficiului sau agentiei Uniunii in cauzi cu privire la
acelasi subiect;

(e) eventualele incdlcdri anterioare similare comise de institutia, organul, oficiul sau agentia Uniunii;

(f) modul in care incdlcarea a fost adusd la cunostinta Autoritatii Europene pentru Protectia Datelor, in special dacd si in ce
mdsurd institutia, organul, oficiul sau agentia Uniunii a notificat incdlcarea;

(¢) bugetul anual al institutiei, organului, oficiului sau agentiei Uniunii.

(2)  Nerespectarea interdictiei privind practicile in domeniul inteligentei artificiale mentionate la articolul 5 face obiectul
unor amenzi administrative de pand la 1 500 000 EUR.

(3)  Neconformitatea sistemului de IA cu oricare dintre cerintele sau obligatiile in temeiul prezentului regulament, altele
decat cele previzute la articolul 5, face obiectul unor amenzi administrative de pand la 750 000 EUR.

(4)  Tnaintea adoptarii unor decizii in temeiul prezentului articol, Autoritatea Europeand pentru Protectia Datelor oferd
institutiei, organului, oficiului sau agentiei Uniunii care face obiectul procedurilor desfisurate de Autoritatea Europeand
pentru Protectia Datelor posibilitatea de a fi audiatd cu privire la posibila incilcare. Autoritatea Europeand pentru Protectia
Datelor isi fundamenteazi deciziile doar pe elementele si circumstantele asupra cdrora pdrtile in cauzd au putut formula
observatii. Reclamantii, dacd existd, sunt implicati indeaproape in proceduri.

(5)  Drepturile la apdrare ale partilor in cauza sunt pe deplin respectate in cadrul procedurilor. Partile au drept de acces la
dosarul Autoritatii Europene pentru Protectia Datelor, sub rezerva interesului legitim al persoanelor fizice sau al
intreprinderilor in ceea ce priveste protectia datelor cu caracter personal sau a secretelor comerciale ale acestora.

(6)  Fondurile colectate prin impunerea amenzilor previzute la prezentul articol contribuie la bugetul general al Uniunii.
Amenzile nu afecteazd functionarea eficace a institutiei, organului, oficiului sau agentiei Uniunii amendate.

(7)  Autoritatea Europeand pentru Protectia Datelor notifica anual Comisiei amenzile administrative pe care le-a impus in

temeiul prezentului articol si orice litigii sau orice proceduri judiciare pe care le-a initiat.

Articolul 101

Amenzi pentru furnizorii de modele de IA de uz general

(1)  Comisia poate impune furnizorilor de modele de IA de uz general amenzi care nu depisesc 3 % din cifra lor de
afaceri mondiald totald anuald pentru exercitiul financiar precedent sau 15 000 000 EUR, ludndu-se in considerare valoarea
cea mai mare dintre acestea, atunci cand Comisia constatd cd un furnizor, cu intentie sau din culpa:

(a) a incdlcat dispozitiile relevante din prezentul regulament;

(b) nu s-a conformat unei solicitdri de documente sau de informatii in temeiul articolului 91 sau a furnizat informatii
incorecte, incomplete sau ingeldtoare;

(c) nu s-a conformat unei masuri solicitate in temeiul articolului 93;
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(d) nu a pus la dispozitia Comisiei accesul la modelul de IA de uz general sau la modelul de IA de uz general cu risc sistemic
in vederea efectudrii unei evaludri in temeiul articolului 92.

La stabilirea cuantumului amenzii sau al penalitatilor cu titlu cominatoriu, se iau in considerare natura, gravitatea si durata
incdlcdrii, tindndu-se seama in mod corespunzdtor de principiile proportionalititii si adecvdrii. De asemenea, Comisia ia in
considerare angajamentele asumate in conformitate cu articolul 93 alineatul (3) sau in temeiul codurilor de bune practici
relevante, in conformitate cu articolul 56.

(2)  Tnainte de adoptarea deciziei in temeiul alineatului (1), Comisia comunici constatirile sale preliminare furnizorului
modelului de TA de uz general si ii oferd o posibilitate de a fi audiat.

(3)  Amenzile impuse in conformitate cu prezentul articol trebuie si fie efective, proportionale si cu efect de descurajare.

(4)  Informatiile privind amenzile impuse in temeiul prezentului articol se comunicd de asemenea Consiliului IA, dupa
caz.

(5)  Curtea de Justitie a Uniunii Europene are competenta de fond de a examina deciziile Comisiei de stabilire a unei
amenzi in temeiul prezentului articol. Curtea poate si anuleze, sd reducd sau sd majoreze amenda impusi.

(6)  Comisia adoptd acte de punere in aplicare privind modalitatile detaliate si garantiile procedurale ale procedurilor in
vederea posibilei adoptdri de decizii in temeiul alineatului (1) de la prezentul articol. Actele de punere in aplicare respective
se adoptd in conformitate cu procedura de examinare mentionatd la articolul 98 alineatul (2).

CAPITOLUL XIII
DISPOZITII FINALE

Articolul 102
Modificarea Regulamentului (CE) nr. 300/2008

La articolul 4 alineatul (3) din Regulamentul (CE) nr. 300/2008, se adaugd urmitorul paragraf:

,La adoptarea masurilor detaliate referitoare la specificatiile tehnice §i procedurile de aprobare si utilizare a echipamentelor
de securitate in ceea ce priveste sistemele de inteligentd artificiald in sensul Regulamentului (UE) 2024/1689 al
Parlamentului European si al Consiliului (*), se tine seama de cerintele prevdzute in capitolul Il sectiunea 2 din regulamentul
respectiv.

(*)  Regulamentul (UE) 2024/1689 al Parlamentului European si al Consiliului din 13 iunie 2024 de stabilire a unor
norme armonizate privind inteligenta artificiali si de modificare a Regulamentelor (CE) nr. 300/2008, (UE)
nr. 167/2013, (UE) nr. 168/2013, (UE) 2018858, (UE) 2018/1139 si (UE) 2019/2144 si a Directivelor 2014/90/UE,
(UE) 2016/797 si (UE) 2020/1828 (Regulamentul privind inteligenta artificiald) JO L, 2024/1689, 12.7.2024,
ELL http://data.europa.cu/eli/reg/2024/1689/0j).”

Articolul 103
Modificarea Regulamentului (UE) nr. 167/2013

La articolul 17 alineatul (5) din Regulamentul (UE) nr. 167/2013, se adaugd urmdtorul paragraf:

,La adoptarea actelor delegate in temeiul primului paragraf in ceea ce priveste sistemele de inteligentd artificiald care sunt
componente de sigurantd in sensul Regulamentului (UE) 2024/1689 al Parlamentului European si al Consiliului (*), se tine
seama de cerintele previzute in capitolul IIl sectiunea 2 din regulamentul respectiv.

(*)  Regulamentul (UE) 2024/1689 al Parlamentului European si al Consiliului din 13 iunie 2024 de stabilire a unor
norme armonizate privind inteligenta artificiald si de modificare a Regulamentelor (CE) nr. 300/2008, (UE)
nr. 167/2013, (UE) nr. 1682013, (UE) 2018/858, (UE) 2018/1139 si (UE) 2019/2144 si a Directivelor 2014/90/UE,
(UE) 2016/797 si (UE) 2020/1828 (Regulamentul privind inteligenta artificiald) (JO L, 2024/1689, 12.7.2024,
ELL http://data.europa.eu/eli/reg/2024/1689/0j).”
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Articolul 104
Modificarea Regulamentului (UE) nr. 168/2013

La articolul 22 alineatul (5) din Regulamentul (UE) nr. 168/2013, se adauga urmdtorul paragraf:

,La adoptarea actelor delegate in temeiul primului paragraf in ceea ce priveste sistemele de inteligentd artificiald care sunt
componente de sigurantd in sensul Regulamentului (UE) 20241689 al Parlamentului European si al Consiliului (*), se tine
seama de cerintele previzute in capitolul III sectiunea 2 din regulamentul respectiv.

(*)  Regulamentul (UE) 2024/1689 al Parlamentului European si al Consiliului din 13 iunie 2024 de stabilire a unor
norme armonizate privind inteligenta artificiald si de modificare a Regulamentelor (CE) nr. 300/2008, (UE)
nr. 1672013, (UE) nr. 168/2013, (UE) 2018/858, (UE) 2018/1139 si (UE) 2019/2144 si a Directivelor 2014/90]UE,
(UE) 2016/797 si (UE) 2020/1828 (Regulamentul privind inteligenta artificiald) (O L, 2024/1689, 12.7.2024,
ELL http://data.europa.eu/eli/reg/2024/1689/0j).”

Articolul 105
Modificarea Directivei 2014/90/UE

La articolul 8 din Directiva 2014/90/UE, se adaugd urmdtorul alineat:

,(5)  Pentru sistemele de inteligentd artificiald care sunt componente de sigurantd in sensul Regulamentului
(UE) 2024/1689 al Parlamentului European si al Consiliului (*), atunci cand isi desfdsoard activititile in temeiul alineatului
(1) si atunci cand adoptd specificatii tehnice si standarde de testare in conformitate cu alineatele (2) si (3), Comisia tine
seama de cerintele previzute in capitolul IIl sectiunea 2 din regulamentul respectiv.

(*)  Regulamentul (UE) 2024/1689 al Parlamentului European si al Consiliului din 13 iunie 2024 de stabilire a unor
norme armonizate privind inteligenta artificiald si de modificare a Regulamentelor (CE) nr. 300/2008, (UE)
nr. 167/2013, (UE) nr. 168/2013, (UE) 2018/858, (UE) 2018/1139 si (UE) 2019/2144 si a Directivelor 2014/90/UE,
(UE) 2016/797 si (UE) 2020/1828 (Regulamentul privind inteligenta artificiald) (JO L, 2024/1689, 12.7.2024,
ELL http://data.europa.eu/eli/reg/2024/1689/0j).”

Articolul 106
Modificarea Directivei (UE) 2016/797

La articolul 5 din Directiva (UE) 2016797, se adaugd urmdtorul alineat:

,(12)  La adoptarea actelor delegate in temeiul alineatului (1) si a actelor de punere in aplicare in temeiul alineatului (11)
in ceea ce priveste sistemele de inteligentd artificiald care sunt componente de sigurantd in sensul Regulamentului
(UE) 2024/1689 al Parlamentului European si al Consiliului (¥), se tine seama de cerintele prevdzute in capitolul III
sectiunea 2 din regulamentul respectiv.

(*)  Regulamentul (UE) 2024/1689 al Parlamentului European si al Consiliului din 13 iunie 2024 de stabilire a unor
norme armonizate privind inteligenta artificiald si de modificare a Regulamentelor (CE) nr. 300/2008, (UE)
nr. 167/2013, (UE) nr. 168/2013, (UE) 2018/858, (UE) 2018/1139 si (UE) 2019/2144 si a Directivelor 2014/90/UE,
(UE) 2016/797 si (UE) 2020/1828 (Regulamentul privind inteligenta artificiald) (JO L, 2024/1689, 12.7.2024,
ELL http://data.europa.eu/eli/reg/2024/1689/0j).”
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Articolul 107
Modificarea Regulamentului (UE) 2018/858

La articolul 5 din Regulamentul (UE) 2018/858, se adaugd urmatorul alineat:

,(4)  Laadoptarea actelor delegate in temeiul alineatului (3) in ceea ce priveste sistemele de inteligentd artificiald care sunt
componente de sigurantd in sensul Regulamentului (UE) 20241689 al Parlamentului European si al Consiliului (¥), se tine
seama de cerintele previzute in capitolul III sectiunea 2 din regulamentul respectiv.

(*)  Regulamentul (UE) 2024/1689 al Parlamentului European si al Consiliului din 13 iunie 2024 de stabilire a unor
norme armonizate privind inteligenta artificiald si de modificare a Regulamentelor (CE) nr. 300/2008, (UE)
nr. 167/2013, (UE) nr. 1682013, (UE) 2018858, (UE) 2018/1139 si (UE) 2019/2144 si a Directivelor 2014/90]UE,
(UE) 2016/797 si (UE) 2020/1828 (Regulamentul privind inteligenta artificiald) (JO L, 2024/1689, 12.7.2024,
ELL http://data.europa.eu/eli/reg/2024/1689/0j).”

Articolul 108
Modificarea Regulamentului (UE) 2018/1139

Regulamentul (UE) 2018/1139 se modificd dupd cum urmeaza:
1. La articolul 17, se adaugd urmdtorul alineat:

,(3)  Fdrd a aduce atingere alineatului (2), la adoptarea actelor de punere in aplicare in temeijul alineatului (1) in ceea ce
priveste sistemele de inteligentd artificiald care sunt componente de sigurantd in sensul Regulamentului (UE) 20241689
al Parlamentului European si al Consiliului (*), se tine seama de cerintele previzute in capitolul 1II sectiunea 2 din
regulamentul respectiv.

() Regulamentul (UE) 20241689 al Parlamentului European si al Consiliului din 13 junie 2024 de stabilire a unor
norme armonizate privind inteligenta artificiald si de modificare a Regulamentelor (CE) nr. 300/2008, (UE)
nr. 167/2013, (UE) nr. 1682013, (UE) 2018/858, (UE) 2018/1139 si (UE) 2019/2144 si a Directivelor
2014/90/UE, (UE) 2016797 si (UE) 2020/1828 (Regulamentul privind inteligenta artificiald) (O L, 20241689,
12.7.2024, ELL http://data.europa.eufelifreg/2024/1689/0j).”

2. La articolul 19, se adaugd urmitorul alineat:

,(4)  Laadoptarea actelor delegate in temeiul alineatelor (1) si (2) in ceea ce priveste sistemele de inteligentd artificiald
care sunt componente de sigurantd in sensul Regulamentului (UE) 2024/1689, se tine seama de cerintele prevazute in
capitolul III sectiunea 2 din regulamentul respectiv.”

3. La articolul 43, se adaugd urmdtorul alineat:

,(4)  La adoptarea actelor de punere in aplicare in temeiul alineatului (1) in ceea ce priveste sistemele de inteligentd
artificiald care sunt componente de sigurantd in sensul Regulamentului (UE) 2024/1689, se tine seama de cerintele
prevazute in capitolul III sectiunea 2 din regulamentul respectiv.”

4. La articolul 47, se adaugd urmatorul alineat:

,(3)  Laadoptarea actelor delegate in temeiul alineatelor (1) si (2) in ceea ce priveste sistemele de inteligenta artificiald
care sunt componente de sigurantd in sensul Regulamentului (UE) 20241689 se tine seama de cerintele prevdzute in
capitolul II sectiunea 2 din regulamentul respectiv.”

5. La articolul 57, se adaugd urmditorul paragraf:

,La adoptarea actelor de punere in aplicare in ceea ce priveste sistemele de inteligentd artificiald care sunt componente de
sigurantd in sensul Regulamentului (UE) 2024/1689 se tine seama de cerintele prevdzute in capitolul IIl sectiunea 2 din
regulamentul respectiv.”
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6. La articolul 58, se adaugd urmitorul alineat:

,(3)  Laadoptarea actelor delegate in temeiul alineatelor (1) si (2) in ceea ce priveste sistemele de inteligenta artificiald
care sunt componente de sigurantd in sensul Regulamentului (UE) 2024/1689, se tine seama de cerintele prevazute in
capitolul III sectiunea 2 din regulamentul respectiv.”

Articolul 109
Modificarea Regulamentului (UE) 2019/2144

La articolul 11 din Regulamentul (UE) 2019/2144 se adaugd urmatorul alineat:

,(3)  La adoptarea actelor de punere in aplicare in temeiul alineatului (2) in ceea ce priveste sistemele de inteligentd
artificiald care sunt componente de sigurantd in sensul Regulamentului (UE) 2024/1689 al Parlamentului European si al
Consiliului (*), se tine seama de cerintele previzute in capitolul IIl sectiunea 2 din regulamentul respectiv.

(*)  Regulamentul (UE) 2024/1689 al Parlamentului European si al Consiliului din 13 iunie 2024 de stabilire a unor
norme armonizate privind inteligenta artificiald si de modificare a Regulamentelor (CE) nr. 300/2008, (UE)
nr. 1672013, (UE) nr. 168/2013, (UE) 2018/858, (UE) 2018/1139 si (UE) 2019/2144 si a Directivelor 2014/90]UE,
(UE) 2016/797 si (UE) 2020/1828 (Regulamentul privind inteligenta artificiald) (JO L, 2024/1689, 12.7.2024,
ELL http://data.europa.eu/eli/reg/2024/1689/0j).”

Articolul 110
Modificarea Directivei (UE) 2020/1828

In anexa I la Directiva (UE) 2020/1828 a Parlamentului European si a Consiliului (**) se adaug urmdtorul punct:

,(68) Regulamentul (UE) 2024/1689 al Parlamentului European si al Consiliului din 13 iunie 2024 de stabilire a unor
norme armonizate privind inteligenta artificiald si de modificare a Regulamentelor (CE) nr. 300/2008, (UE)
nr. 167/2013, (UE) nr. 168/2013, (UE) 2018/858, (UE) 2018/1139 si (UE) 2019/2144 si a Directivelor 2014/90/UE,
(UE) 2016/797 si (UE) 2020/1828 (Regulamentul privind inteligenta artificiald) (JO L, 2024/1689, 12.7.2024,
ELL http://data.europa.culeli/reg/2024/1689/0j).”

Articolul 111

Sisteme de IA deja introduse pe piatd sau puse in functiune si modele de IA de uz general deja introduse pe piatd

(1)  Fard a aduce atingere aplicdrii articolului 5, astfel cum se mentioneaza la articolul 113 alineatul (3) litera (a), pand la
31 decembrie 2030 se asigurd conformitatea cu prezentul regulament a sistemelor de IA care sunt componente ale
sistemelor informatice la scard largd instituite prin actele juridice enumerate in anexa X si care au fost introduse pe piatd sau
puse in functiune inainte de 2 august 2027.

Cerintele prevdzute in prezentul regulament sunt luate in considerare la evaluarea fiecdrui sistem informatic la scari larga
instituit prin actele juridice enumerate in anexa X, care urmeazd sd fie desfisuratd astfel cum se prevede in actele juridice
respective si in cazul in care actele juridice respective sunt inlocuite sau modificate.

(2)  Fard a aduce atingere aplicarii articolul 5, astfel cum se mentioneazi la articolul 113 alineatul (3) litera (a), prezentul
regulament se aplicd operatorilor de sisteme de IA cu grad ridicat de risc, altele decat sistemele mentionate la alineatul (1) de
la prezentul articol, care au fost introduse pe piatd sau puse in functiune inainte de 2 august 2026, numai dacd, de la data
respectivd, sistemele respective fac obiectul unor modificiri semnificative in ceea ce priveste proiectarea lor. In orice caz,
furnizorii si implementatorii sistemelor de IA cu grad ridicat de risc destinate a fi utilizate de autoritdtile publice iau
mdsurile necesare pentru a se conforma cerintelor si obligatiilor din prezentul regulament pana la 2 august 2030.

(3)  Furnizorii de modele de IA de uz general care au fost introduse pe piatd inainte de 2 august 2025 iau mdsurile
necesare pentru a se conforma obligatiilor previzute in prezentul regulament pand la 2 august 2027.

(**)  Directiva (UE) 2020/1828 a Parlamentului European si a Consiliului din 25 noiembrie 2020 privind actiunile in reprezentare pentru
protectia intereselor colective ale consumatorilor si de abrogare a Directivei 2009/22/CE (JO L 409, 4.12.2020, p. 1).
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Articolul 112

Evaluare si revizuire

(1)  Comisia evalueazd necesitatea modificarii listei din anexa III si a listei practicilor interzise in domeniul IA stabilite la
articolul 5 o datd pe an dupd intrarea in vigoare a prezentului regulament si pand la sfarsitul perioadei de delegare
a competentelor stabilite la articolul 97. Comisia transmite rezultatele acestei evaludri Parlamentului European si
Consiliului.

(2) Pand la 2 august 2028 si, ulterior, o datd la patru ani, Comisia evalueazd urmdtoarele aspecte §i prezintd
Parlamentului European si Consiliului un raport cu privire la acestea:

(a) necesitatea unor modificiri de extindere a rubricilor de domeniu existente sau a addugrii unor noi rubrici de domeniu
in anexa III;

(b) aducerea de modificari listei de sisteme de IA care necesitd mdsuri suplimentare de asigurare a transparentei astfel cum
se mentioneazd la articolul 50;

(c) aducerea de modificiri care si sporeascd eficacitatea sistemului de supraveghere si de guvernanta.

(3) Pand la 2 august 2029 si, ulterior, o datd la patru ani, Comisia prezintd Parlamentului European si Consiliului un
raport privind evaluarea si revizuirea prezentului regulament. Raportul include o evaluare a structurii aplicdrii legii si
a eventualei necesitdti ca o agentie a Uniunii sd solutioneze orice deficiente identificate. Pe baza constatdrilor, raportul
respectiv este insotit, dupd caz, de o propunere de modificare a prezentului regulament. Rapoartele sunt facute publice.

(4)  Rapoartele mentionate la alineatul (2) acordd o atentie deosebitd urmitoarelor aspecte:

(a) situatia resurselor financiare, tehnice si umane ale autorititilor nationale competente in vederea indeplinirii cu
eficacitate a sarcinilor care le-au fost incredintate in temeiul prezentului regulament;

(b) situatia sanctiunilor, in special a amenzilor administrative, astfel cum sunt mentionate la articolul 99 alineatul (1),
aplicate de statele membre in cazuri de incdlcare a prezentului regulament;

(c) standardele armonizate adoptate si specificatiile comune elaborate pentru a sprijini prezentul regulament;

(d) numdrul de intreprinderi care intrd pe piatd dupd inceperea aplicarii prezentului regulament si cte dintre acestea sunt
IMM-uri.

(5)  Pandla 2 august 2028, Comisia evalueazd functionarea Oficiului pentru IA, daci Oficiul pentru IA a primit suficiente
atributii si competente pentru a-si indeplini sarcinile si dacd ar fi relevant si necesar, pentru punerea in aplicare si
respectarea in mod corespunzitor a prezentului regulament, ca Oficiul pentru IA si competentele sale de executare si fie
intdrite si resursele sale sd fie sporite. Comisia transmite un raport privind evaluarea sa Parlamentului European si
Consiliului.

(6)  Pand la 2 august 2028 si, ulterior, o datd la patru ani, Comisia prezintd Parlamentului European si Consiliului un
raport privind evaluarea progreselor inregistrate in elaborarea documentelor de standardizare privind dezvoltarea eficientd
din punct de vedere energetic a modelelor de IA de uz general si evalueazd necesitatea unor masuri sau actiuni suplimentare,
inclusiv a unor mdsuri sau actiuni obligatorii. Raportul se transmite Parlamentului European si Consiliului si se face public.

(7)  Pandla 2 august 2028 si, ulterior, o dati la trei ani, Comisia evalueazd impactul si eficacitatea codurilor de conduiti
voluntare in ceea ce priveste incurajarea aplicdrii cerintelor prevdzute in capitolul IIl sectiunea 2 pentru sistemele de IA,
altele decat sistemele de IA cu grad ridicat de risc si, eventual, a altor cerinte suplimentare pentru sistemele de IA, altele
decat sistemele de IA cu grad ridicat de risc, inclusiv in privinta durabilitdtii mediului.

(8)  In sensul alineatelor (1)-(7), Consiliul IA, statele membre si autorititile nationale competente furnizeaza Comisiei
informatii la cererea acesteia i fard intarzieri nejustificate.

(9) La efectuarea evaludrilor §i a revizuirilor mentionate la alineatele (1)-(7), Comisia tine seama de pozitiile si
constatdrile Consiliului IA, ale Parlamentului European, ale Consiliului, precum si ale altor organisme sau surse relevante.
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(10)  Comisia transmite, dacd este necesar, propuneri corespunzitoare de modificare a prezentului regulament, in special
tindnd seama de evolutiile din domeniul tehnologiei, de efectul sistemelor de IA asupra sinitdtii si sigurantei, precum si
asupra drepturilor fundamentale, si avand in vedere progresele societatii informationale.

(11)  Pentru a ghida evaludrile si revizuirile mentionate la alineatele (1)-(7) de la prezentul articol, Oficiul pentru IA
elaboreazd o metodologie obiectivi si participativd pentru evaluarea nivelului de risc pe baza criteriilor stabilite la articolele
relevante si includerea unor sisteme noi in:

(a) lista previzutd in anexa III, inclusiv extinderea rubricilor de domeniu existente sau addugarea unor noi rubrici de
domeniu in anexa respectivi;

(b) lista de practici interzise prevdzute la articolul 5; si
(c) in lista de sisteme de IA care necesitd masuri suplimentare de asigurare a transparentei in temeiul articolului 50.

(12)  Orice modificare a prezentului regulament in temeiul alineatului (10) sau orice act delegat ori de punere in aplicare
relevant, care vizeazd actele legislative sectoriale de armonizare ale Uniunii enumerate in sectiunea B din anexa I, ia in
considerare particularititile de reglementare ale fiecdrui sector si mecanismele si autorititile existente de guvernantd, de
evaluare a conformitatii si de aplicare a legii instituite in actele respective.

(13) Pand la 2 august 2031, Comisia efectueazd o evaluare aplicdrii prezentului regulament i prezintd un raport
referitor la aceasta Parlamentului European, Consiliului si Comitetului Economic si Social European, vizand primii ani de
aplicare a prezentului regulament. Pe baza constatdrilor, raportul este insotit, dupd caz, de o propunere de modificare
a prezentului regulament cu privire la structura aplicdrii legii si la necesitatea ca o agentie a Uniunii sd solutioneze
deficientele identificate.
Articolul 113

Intrare in vigoare si aplicare
Prezentul regulament intrd in vigoare in a doudzecea zi de la data publicirii in Jurnalul Oficial al Uniunii Europene.
Se aplicd de la 2 august 2026.
Cu toate acestea:

(a) capitolele I si II se aplicd de la 2 februarie 2025;

(b) capitolul III sectiunea 4, capitolul V, capitolul VII, capitolul XII si articolul 78 se aplicd de la 2 august 2025, cu exceptia
articolului 101;

(c) articolul 6 alineatul (1) si obligatiile corespunzdtoare din prezentul regulament se aplicd de la 2 august 2027.
Prezentul regulament este obligatoriu in toate elementele sale si se aplicd direct in toate statele membre.

Adoptat la Bruxelles, 13 iunie 2024.

Pentru Parlamentul European Pentru Consiliu
Presedintele Presedintele
R. METSOLA M. MICHEL
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ANEXA 1

Lista legislatiei de armonizare a Uniunii

Sectiunea A — Lista actelor legislative de armonizare ale Uniunii pe baza noului cadru legislativ

1. Directiva 2006/42/CE a Parlamentului European si a Consiliului din 17 mai 2006 privind echipamentele tehnice si
de modificare a Directivei 95/16/CE (JO L 157, 9.6.2006, p. 24) (astfel cum a fost abrogata de Regulamentul privind
echipamentele tehnice);

2. Directiva 2009/48/CE a Parlamentului European si a Consiliului din 18 iunie 2009 privind siguranta jucdriilor (JO
L 170, 30.6.2009, p. 1);

3. Directiva 2013/53/UE a Parlamentului European si a Consiliului din 20 noiembrie 2013 privind ambarcatiunile de
agrement si motovehiculele nautice si de abrogare a Directivei 94/25/CE (JO L 354, 28.12.2013, p. 90);

4. Directiva 2014/33/UE a Parlamentului European si a Consiliului din 26 februarie 2014 de armonizare a legislatiilor
statelor membre referitoare la ascensoare si la componentele de sigurantd pentru ascensoare (JO L 96, 29.3.2014,
p. 251);

5. Directiva 2014/34/UE a Parlamentului European si a Consiliului din 26 februarie 2014 privind armonizarea

legislatiilor statelor membre referitoare la echipamentele si sistemele de protectie destinate utilizdrii in atmosfere
potential explozive (JO L 96, 29.3.2014, p. 309);

6. Directiva 2014/53/UE a Parlamentului European si a Consiliului din 16 aprilie 2014 privind armonizarea legislatiei
statelor membre referitoare la punerea la dispozitie pe piatd a echipamentelor radio si de abrogare a Directivei
1999/5/CE (JO L 153, 22.5.2014, p. 62);

7. Directiva 2014/68/UE a Parlamentului European si a Consiliului din 15 mai 2014 privind armonizarea legislatiei
statelor membre referitoare la punerea la dispozitie pe piatd a echipamentelor sub presiune (JO L 189, 27.6.2014,
p. 164);

8. Regulamentul (UE) 2016/424 al Parlamentului European si al Consiliului din 9 martie 2016 privind instalatiile pe

cablu si de abrogare a Directivei 2000/9/CE (JO L 81, 31.3.2016, p. 1);

9. Regulamentul (UE) 2016/425 al Parlamentului European si al Consiliului din 9 martie 2016 privind echipamentele
individuale de protectie si de abrogare a Directivei 89/686/CEE a Consiliului (O L 81, 31.3.2016, p. 51);

10.  Regulamentul (UE) 2016426 al Parlamentului European si al Consiliului din 9 martie 2016 privind aparatele
consumatoare de combustibili gazosi si de abrogare a Directivei 2009/142/CE (JO L 81, 31.3.2016, p. 99);

11.  Regulamentul (UE) 2017/745 al Parlamentului European si al Consiliului din 5 aprilie 2017 privind dispozitivele
medicale, de modificare a Directivei 2001/83/CE, a Regulamentului (CE) nr. 178/2002 si a Regulamentului (CE)
nr. 1223/2009 si de abrogare a Directivelor 90/385/CEE si 93/42/CEE ale Consiliului (O L 117, 5.5.2017, p. 1);

12.  Regulamentul (UE) 2017746 al Parlamentului European si al Consiliului din 5 aprilie 2017 privind dispozitivele
medicale pentru diagnostic in vitro si de abrogare a Directivei 98/79/CE si a Deciziei 2010/227|UE a Comisiei (JO
L 117, 5.5.2017, p. 176).

Sectiunea B. Lista altor acte legislative de armonizare ale Uniunii

13.  Regulamentul (CE) nr. 300/2008 al Parlamentului European si al Consiliului din 11 martie 2008 privind norme
comune in domeniul securitdtii aviatiei civile si de abrogare a Regulamentului (CE) nr. 2320/2002 (JO L 97,
9.4.2008, p. 72);

14.  Regulamentul (UE) nr. 168/2013 al Parlamentului European si al Consiliului din 15 ianuarie 2013 privind
omologarea si supravegherea pietei pentru vehiculele cu doud sau trei roti si pentru cvadricicluri (JO L 60, 2.3.2013,
p. 52);

15.  Regulamentul (UE) nr. 167/2013 al Parlamentului European si al Consiliului din 5 februarie 2013 privind
omologarea si supravegherea pietei pentru vehiculele agricole si forestiere (JO L 60, 2.3.2013, p. 1);
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16.  Directiva 2014/90/UE a Parlamentului European si a Consiliului din 23 julie 2014 privind echipamentele maritime
si de abrogare a Directivei 96/98/CE a Consiliului (JO L 257, 28.8.2014, p. 146);

17.  Directiva (UE) 2016/797 a Parlamentului European si a Consiliului din 11 mai 2016 privind interoperabilitatea
sistemului feroviar in Uniunea Europeand (JO L 138, 26.5.2016, p. 44);

18.  Regulamentul (UE) 2018/858 al Parlamentului European si al Consiliului din 30 mai 2018 privind omologarea si
supravegherea pietei autovehiculelor si remorcilor acestora, precum si ale sistemelor, componentelor si unititilor
tehnice separate destinate vehiculelor respective, de modificare a Regulamentelor (CE) nr. 715/2007 si (CE)
nr. 595/2009 si de abrogare a Directivei 2007/46/CE (JO L 151, 14.6.2018, p. 1);

19.  Regulamentul (UE) 2019/2144 al Parlamentului European si al Consiliului din 27 noiembrie 2019 privind cerintele
pentru omologarea de tip a autovehiculelor si remorcilor acestora, precum si a sistemelor, componentelor si
unitdtilor tehnice separate destinate unor astfel de vehicule, in ceea ce priveste siguranta generald a acestora si
protectia ocupantilor vehiculului si a utilizatorilor vulnerabili ai drumurilor, de modificare a Regulamentului (UE)
2018/858 al Parlamentului European si al Consiliului si de abrogare a Regulamentelor (CE) nr. 78/2009, (CE)
nr. 79/2009 si (CE) nr. 661/2009 ale Parlamentului European si ale Consiliului si a Regulamentelor (CE)
nr. 631/2009, (UE) nr. 406/2010, (UE) nr. 672/2010, (UE) nr. 1003/2010, (UE) nr. 1005/2010, (UE) nr. 1008/2010,
(UE) nr. 1009/2010, (UE) nr. 19/2011, (UE) nr. 109/2011, (UE) nr. 458/2011, (UE) nr. 65/2012, (UE) nr. 130/2012,
(UE) nr. 347/2012, (UE) nr. 351/2012, (UE) nr. 1230/2012 si (UE) 2015/166 ale Comisie (JO L 325, 16.12.2019,

p- 1)

20.  Regulamentul (UE) 2018/1139 al Parlamentului European si al Consiliului din 4 iulie 2018 privind normele comune
in domeniul aviatiei civile §i de infiintare a Agentiei Uniunii Europene pentru Siguranta Aviatiei, de modificare
a Regulamentelor (CE) nr. 2111/2005, (CE) nr. 1008/2008, (UE) nr. 996/2010, (UE) nr. 376/2014 si a Directivelor
2014/30/UE si 2014/53/UE ale Parlamentului European si ale Consiliului, precum si de abrogare a Regulamentelor
(CE) nr. 552/2004 si (CE) nr. 216/2008 ale Parlamentului European si ale Consiliului si a Regulamentului (CEE)
nr. 3922/91 al Consiliului (JO L 212, 22.8.2018, p. 1), in ceea ce priveste proiectarea, producerea si introducerea pe
piatd a aeronavelor mentionate la articolul 2 alineatul (1) literele (a) si (b), in cazul aeronavelor fird pilot la bord si al
motoarelor, elicelor, pieselor si echipamentelor acestora de control de la distantd.
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ANEXA 11

Lista infractiunilor mentionate la articolul 5 alineatul (1) primul paragraf litera (h) punctul (iii)

Infractiunile mentionate la articolul 5 alineatul (1) primul paragraf litera (h) punctul (iii):
— terorism;

— trafic de fiinte umane;

— exploatare sexuald a copiilor §i pornografie infantil;

— trafic ilicit de stupefiante sau de substante psihotrope;

— trafic ilicit de arme, munitii sau substante explozive;

— omor, vitdmare corporald gravi;

— trafic ilicit de organe sau tesuturi umane;

— trafic ilicit de materiale nucleare sau radioactive;

— répire, lipsire de libertate in mod ilegal sau luare de ostatici;

— infractiuni de competenta Curtii Penale Internationale;

— sechestrare ilicitd de aeronave sau de nave;

— viol;

— infractiuni impotriva mediului;

— jaf organizat sau armat;

— sabotaj;

— participare la o organizatie criminald implicatd in una sau mai multe dintre infractiunile enumerate mai sus.
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ANEXA 1II

Sisteme de IA cu grad ridicat de risc mentionate la articolul 6 alineatul (2)

Sistemele de IA cu grad ridicat de risc conform articolului 6 alineatul (2) sunt sistemele de IA apartindnd oricdruia dintre
urmdtoarele domenii:

1.

Biometrie, in mdsura in care utilizarea acesteia este permisd in temeiul dreptului Uniunii sau intern relevant:
(a) sisteme de identificare biometricd la distanta.

Acestea nu includ sistemele de IA destinate a fi utilizate pentru verificarea biometrica al carei unic scop este de
a confirma cd o anumitd persoand fizicd este persoana care sustine cd este;

(b) sisteme de IA destinate a fi utilizate pentru clasificarea biometricd, in functie de atribute sau caracteristici
sensibile ori protejate, pe baza deducerii acestor atribute sau caracteristici;

(c) sisteme de IA destinate a fi utilizate pentru recunoasterea emotiilor.

Infrastructurd critica: sisteme de IA destinate a fi utilizate drept componente de sigurantd in gestionarea si
exploatarea infrastructurii digitale critice, a traficului rutier sau a aproviziondrii cu apd, gaz, incilzire ori energie
electrica.

Educatie si formare profesionala:

(a) sisteme de IA destinate a fi utilizate pentru a stabili accesul ori admisia sau pentru a repartiza persoane fizice la
institutiile de invatdmant si formare profesionald la toate nivelurile;

(b) sisteme de IA destinate a fi utilizate pentru a evalua rezultatele invatirii, inclusiv atunci cind acestea sunt
utilizate pentru a orienta procesul de invatare al persoanelor fizice in institutiile de invdtdmant si formare
profesionald la toate nivelurile;

(c) sisteme de IA destinate a fi utilizate in scopul evaludrii nivelului adecvat de educatie pe care o persoand il va
primi sau il va putea accesa, in contextul sau in cadrul institutiilor de invitdmant si formare profesionald la toate
nivelurile;

(d) sisteme de IA destinate a fi utilizate pentru monitorizarea si detectarea comportamentului interzis al elevilor si
studentilor in timpul testelor, in contextul sau in cadrul institutiilor de educatie si formare profesionali la toate
nivelurile.

(a) sisteme de IA destinate a fi utilizate pentru recrutarea sau selectarea persoanelor fizice, in special pentru a plasa
anunturi de angajare directionate in mod specific, pentru a analiza si a filtra candidaturile pentru locuri de
muncd si pentru a evalua candidatii;

(b) sisteme de IA destinate a fi utilizate pentru a lua decizii care afecteazd termenii relatiilor legate de munci,
promovarea si incetarea relatiilor contractuale legate de muncd, pentru a aloca sarcini pe baza
comportamentului individual sau a trdsdturilor ori caracteristicilor personale sau pentru a monitoriza si evalua
performanta si comportamentul persoanelor aflate in astfel de relatii.

Accesul la servicii private esentiale si la servicii si beneficii publice esentiale, precum si posibilitatea de a beneficia de
acestea:

(a) sisteme de IA destinate a fi utilizate de autoritatile publice sau in numele autoritdtilor publice pentru a evalua
eligibilitatea persoanelor fizice pentru prestatii si servicii de asistentd publicd esentiale, inclusiv servicii de
ingrijiri de sdndtate, precum si pentru a acorda, a reduce, a revoca sau a recupera astfel de prestatii si servicii;

(b) sisteme de IA destinate a fi utilizate pentru a evalua bonitatea persoanelor fizice sau pentru a stabili punctajul lor
de credit, cu exceptia sistemelor de IA utilizate in scopul detectdrii fraudelor financiare;

(c) sisteme de IA destinate a fi utilizate pentru evaluarea riscurilor si stabilirea preturilor in ceea ce priveste
persoanele fizice in cazul asigurdrilor de viatd si de sdndtate;
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(d) sisteme de IA destinate pentru a evalua si a clasifica apelurile de urgenta efectuate de persoane fizice sau pentru
a distribui ori pentru a stabili prioritatea in distribuirea serviciilor de prima interventie de urgentd, inclusiv de
catre politie, pompieri si asistenta medicald, precum si in cadrul sistemelor de triaj de urgentd pentru pacienti.

6. Aplicarea legii, in mdsura in care utilizarea lor este permisd in temeiul dreptului Uniunii sau intern relevant:

(a) sisteme de IA destinate a fi utilizate de catre sau in numele autorititilor de aplicare a legii sau de citre institutiile,
organele, oficiile ori agentiile Uniunii in sprijinul autoritdtilor de aplicare a legii sau in numele acestora pentru
a evalua riscul ca o persoand fizicd sd devind victima unor infractiuni;

Cx

sisteme de IA destinate a fi utilizate de citre sau in numele autorititilor de aplicare a legii ca poligrafe sau
instrumente similare sau de citre institutiile, organele, oficiile ori agentiile Uniunii in sprijinul autoritdtilor de
aplicare a legii;

(c) sisteme de IA destinate a fi utilizate de citre sau in numele autoritdtilor de aplicare a legii sau de institutiile,
organele, oficiile ori agentiile Uniunii in sprijinul autoritdtilor de aplicare a legii pentru a evalua fiabilitatea
probelor in cursul investigarii sau al urmdririi penale a infractiunilor;

(d) sisteme de IA destinate a fi utilizate de citre autoritdtile de aplicare a legii sau in numele acestora de citre
institutiile, organele, oficiile sau agentiile Uniunii in sprijinul autorititilor de aplicare a legii pentru evaluarea
riscului ca o persoand fizicd si comitd infractiuni sau sd recidiveze, nu doar pe baza credrii de profiluri ale
persoanelor fizice, astfel cum se mentioneaza la articolul 3 alineatul (4) din Directiva (UE) 2016/680, sau pentru
a evalua trasdturi i caracteristici de personalitate ori comportamentul infractional anterior al unor persoane
fizice sau grupuri;

(e) sisteme de IA destinate a fi utilizate de citre sau in numele autorititilor de aplicare a legii sau de citre institutiile,
organele, oficiile ori agentiile Uniunii in sprijinul autorititilor de aplicare a legii pentru crearea de profiluri ale
persoanelor fizice, astfel cum se mentioneaza la articolul 3 alineatul (4) din Directiva (UE) 2016/680, in cursul
depistdrii, investigdrii sau urmdririi penale a infractiunilor.

7. Migratie, azil si gestionare a controlului la frontiere, in masura in care utilizarea lor este permisd in temeiul dreptului
Uniunii sau intern relevant:

(a) sisteme de IA destinate a fi utilizate de citre sau in numele autorititilor publice competente sau de citre
institutiile, organele, oficiile ori agentiile Uniunii drept poligrafe sau instrumente similare;

Cx

sisteme de IA destinate a fi utilizate de cdtre sau in numele autorititilor publice competente sau de citre
institutiile, organele, oficiile ori agentiile Uniunii pentru evaluarea unui risc, inclusiv a unui risc de securitate,
a unui risc de migratie ilegald sau a unui risc pentru sinitate din partea unei persoane fizice care intentioneazd sd
intre sau care a intrat pe teritoriul unui stat membru;

(c) sisteme de IA destinate a fi utilizate de citre sau in numele autoritdtilor publice competente sau de catre
institutiile, organele, oficiile ori agentiile Uniunii pentru a asista autorititile publice competente in examinarea
cererilor de azil, de vizd sau de permise de sedere si a plangerilor aferente in ceea ce priveste eligibilitatea
persoanelor fizice care solicitd un statut, inclusiv in evaludrile conexe ale fiabilitatii probelor;

=
&

sisteme de IA destinate a fi utilizate de cdtre sau in numele autorititilor publice competente sau de citre
institutiile, organele, oficiile sau agentiile Uniunii, in contextul migratiei, azilului sau gestiondrii controlului la
frontiere, in scopul detectdrii, recunoasterii sau identificdrii persoanelor fizice, cu exceptia verificarii
documentelor de cilitorie.

8. Administrarea justitiei si procesele democratice:

(a) sisteme de IA destinate a fi utilizate de cdtre sau in numele unei autorititi judiciare pentru a asista o autoritate
judiciard in cercetarea si interpretarea faptelor sau a legii, precum si in aplicarea legii la un set concret de fapte
sau destinate a fi utilizate in mod similar in solutionarea alternativa a litigiilor;
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(b) sisteme de IA destinate a fi utilizate pentru a influenta rezultatul unei alegeri sau al unui referendum ori
comportamentul de vot al persoanelor fizice in exercitarea votului lor la alegeri sau referendumuri. Acestea nu
includ sistemele de IA la ale cdror rezultate nu sunt expuse direct persoane fizice, cum ar fi instrumentele
utilizate pentru organizarea, optimizarea sau structurarea campaniilor politice din punct de vedere administrativ
sau logistic.
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ANEXA IV

Documentatia tehnicd mentionati la articolul 11 alineatul (1)

Documentatia tehnici mentionati la articolul 11 alineatul (1) contine cel putin urmdtoarele informatii, aplicabile sistemului
de 1A relevant:

O descriere generald a sistemului de 1A, incluzand:

(a) scopul sdu preconizat, numele/denumirea furnizorului si versiunea sistemului, care reflectd relatia sa cu
versiunile anterioare;

(b) modul in care sistemul de IA interactioneazd sau poate fi utilizat pentru a interactiona cu hardware-ul sau cu
software-ul, inclusiv cu alte sisteme de IA care nu fac parte din sistemul de IA in sine, dupa caz;

(c) versiunile software-ului sau ale firmware-ului relevant si orice cerinte legate de actualizdrile versiunilor;

(d) descrierea tuturor formelor sub care sistemul de IA este introdus pe piatd sau este pus in functiune, cum ar fi
pachete software integrate in hardware, sisteme care pot fi descircate sau IPA;

(¢) descrierea hardware-ului pe care urmeazd si functioneze sistemul de IA;

(f) in cazul in care sistemul de IA este o componentd a unor produse, fotografii sau ilustratii care prezintd
caracteristici externe, marcajele si dispunerea internd a produselor respective;

(@) o descriere de bazd a interfetei cu utilizatorul furnizate implementatorului;

(h) instructiuni de utilizare pentru implementator si o descriere de bazd a interfetei cu utilizatorul furnizate
implementatorului, dupi caz.

O descriere detaliatd a elementelor sistemului de IA si a procesului de dezvoltare a acestuia, incluzand:
(a) metodele si etapele parcurse pentru dezvoltarea sistemului de IA, inclusiv, dacd este cazul, recurgerea la sisteme

sau instrumente preantrenate furnizate de terti si modul in care acestea au fost utilizate, integrate sau modificate
de citre furnizor;

=

specificatiile de proiectare ale sistemului, si anume logica generald a sistemului de IA si a algoritmilor;
principalele optiuni de proiectare, incluzand justificarea si ipotezele asumate, inclusiv in ceea ce priveste
persoanele sau grupurile de persoane in legiturd cu care se intentioneaza si fie utilizat sistemul; principalele
optiuni de clasificare; ce anume este proiectat sd optimizeze sistemul si relevanta diversilor parametri; descrierea
rezultatelor preconizate ale sistemului si a calititii preconizate a acestora; deciziile cu privire la orice posibil
compromis ficut in ceea ce priveste solutiile tehnice adoptate in vederea respectdrii cerintelor previzute in
capitolul III sectiunea 2;

(c) descrierea arhitecturii sistemului, care explici modul in care componentele de software se bazeazd una pe alta
sau se sustin reciproc si se integreazd in prelucrarea generald; resursele de calcul utilizate pentru dezvoltarea,
antrenarea, testarea si validarea sistemului de 1A;

(d) dupi caz, cerintele in materie de date in ceea ce priveste fisele tehnice care descriu metodologiile si tehnicile de
antrenare si seturile de date de antrenament utilizate, inclusiv o descriere generald a acestor seturi de date,
informatii privind provenienta, domeniul de aplicare si principalele caracteristici ale acestora; modul in care au
fost obtinute si selectate datele; proceduri de etichetare (de exemplu, pentru invétarea supervizatd), metodologii
de curdtare a datelor (de exemplu, detectarea valorilor aberante);

(e) evaluarea masurilor de supraveghere umand necesare in conformitate cu articolul 14, inclusiv o evaluare
a masurilor tehnice necesare pentru a facilita interpretarea rezultatelor sistemelor de IA de citre implementatori,
in conformitate cu articolul 13 alineatul (3) litera (d);

(f) dupd caz, o descriere detaliatd a modificirilor prestabilite ale sistemului de IA si ale performantei acestuia,
impreund cu toate informatiile relevante referitoare la solutiile tehnice adoptate pentru a asigura conformitatea
continud a sistemului de IA cu cerintele relevante previzute in capitolul III sectiunea 2;

() procedurile de validare si testare utilizate, inclusiv informatii cu privire la datele de validare si testare utilizate si la
principalele caracteristici ale acestora; indicatorii utilizati pentru a mdsura acuratetea, robustetea si conformitatea
cu alte cerinte relevante previzute in capitolul Il sectiunea 2, precum si impactul potential discriminatoriu;
jurnalele de testare si toate rapoartele de testare datate si semnate de persoanele responsabile, inclusiv in ceea ce
priveste modificirile prestabilite mentionate la litera (f);
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(h) masurile de securitate ciberneticd instituite.

3. Informatii detaliate privind monitorizarea, functionarea si controlul sistemului de IA, in special in ceea ce priveste:
capabilitdtile si limitdrile sale legate de performantd, inclusiv gradele de acuratete pentru anumite persoane sau
grupuri de persoane pentru care se intentioneazd sd se utilizeze sistemul respectiv, precum si nivelul general
preconizat de acuratete in raport cu scopul preconizat; rezultatele neintentionate previzibile si sursele de riscuri
pentru sdndtate, sigurantd, drepturile fundamentale si in materie de discriminare, avand in vedere scopul preconizat
al sistemului de IA; masurile de supraveghere umand necesare in conformitate cu articolul 14, inclusiv masurile
tehnice instituite pentru a facilita interpretarea rezultatelor sistemelor de IA de citre implementatori; specificatii
privind datele de intrare, dupd caz.

O descriere a gradului de adecvare a indicatorilor de performantd pentru sistemul de IA specific.
O descriere detaliatd a sistemului de gestionare a riscurilor in conformitate cu articolul 9.

O descriere a modificdrilor relevante aduse de furnizor sistemului de-a lungul ciclului sdu de viatd.

Ny s

O listd a standardelor armonizate aplicate integral sau partial, ale cror referinte au fost publicate in Jurnalul Oficial al
Uniunii Europene, iar in cazul in care nu au fost aplicate astfel de standarde armonizate, o descriere detaliatd
a solutiilor adoptate pentru a se indeplini cerintele previzute in capitolul III sectiunea 2, inclusiv o listd a altor
standarde si specificatii tehnice relevante aplicate.

8. O copie a declaratiei de conformitate UE mentionati la articolul 47.

9. O descriere detaliatd a sistemului instituit pentru evaluarea performantei sistemului de IA in etapa ulterioard
introducerii pe piatd in conformitate cu articolul 72, inclusiv planul de monitorizare ulterioard introducerii pe piata
mentionat la articolul 72 alineatul (3).
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ANEXA'V

Declaratia de conformitate UE

Declaratia de conformitate UE mentionatd la articolul 47 contine toate informatiile urmdtoare:

1. Denumirea si tipul sistemului de IA si orice referintd suplimentar lipsitd de ambiguitate care permite identificarea si
trasabilitatea sistemului de IA.

2. Numele/denumirea si adresa furnizorului sau, dupi caz, ale reprezentantului autorizat al acestuia.

3. O declaratie potrivit cdreia declaratia de conformitate UE mentionatd la articolul 47 este emisd pe rdspunderea

exclusivd a furnizorului.

4. O declaratie potrivit cireia sistemul de IA este conform cu prezentul regulament si, dupd caz, cu orice alt act
legislativ relevant al Uniunii care prevede emiterea declaratiei de conformitate UE mentionatd la articolul 47.

5. Daci un sistem de IA implicd prelucrarea de date cu caracter personal, o declaratie ¢i sistemul de IA respectiv este
conform cu Regulamentele (UE) 2016/679 si (UE) 2018/1725 si Directiva (UE) 2016/680.

6. Trimiteri la toate standardele armonizate relevante utilizate sau la orice altd specificatie comund in legdturd cu care
se declard conformitatea.

7. Dupid caz, denumirea si numdrul de identificare ale organismului notificat, o descriere a procedurii de evaluare
a conformitdtii efectuate si identificarea certificatului eliberat.

8. Locul si data emiterii declaratiei, numele si functia persoanei care a semnat-o, precum si o indicatie pentru cine sau
in numele cui a semnat, semnitura.

132/144 ELL http://data.europa.cu/eli/reg/2024/1689/oj



JOL, 12.7.2024 RO

ANEXA VI

Procedura de evaluare a conformitdtii bazati pe control intern

1. Procedura de evaluare a conformitdtii bazati pe control intern este procedura de evaluare a conformititii realizatd pe
baza punctelor 2, 3 si 4.

2. Furnizorul verificd dacd sistemul de management al calitdtii instituit respectd cerintele de la articolul 17.

3. Furnizorul examineaza informatiile continute in documentatia tehnicd pentru a evalua conformitatea sistemului de

IA cu cerintele esentiale relevante previzute in capitolul IIl sectiunea 2.

4. Furnizorul verificd, de asemenea, dacd procesul de proiectare si dezvoltare a sistemului de IA si monitorizarea
ulterioard introducerii pe piatd a acestuia, astfel cum se mentioneazd la articolul 72, sunt in concordantd cu
documentatia tehnica.
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ANEXA VII
Evaluarea conformititii pe baza unui sistem de management al calititii si a examindrii documentatiei

tehnice

1. Introducere

Evaluarea conformitatii pe baza unui sistem de management al calitdtii si a examindrii documentatiei tehnice este
procedura de evaluare a conformitatii realizatd pe baza punctelor 2-5.

2. Prezentare generald

Sistemul de management al calitdtii aprobat pentru proiectarea, dezvoltarea si testarea sistemelor de IA in temeiul
articolului 17 este examinat in conformitate cu punctul 3 si face obiectul supravegherii mentionate la punctul 5.
Documentatia tehnicd a sistemului de IA se examineazd in conformitate cu punctul 4.

3. Sistemul de management al calitatii

3.1. Cererea furnizorului include:

(a) numele/denumirea si adresa furnizorului, iar, daci cererea este depusd de citre un reprezentant autorizat, si
numele si adresa acestuia;

(b) lista sistemelor de IA care fac obiectul aceluiasi sistem de management al calitatii;
(c) documentatia tehnicd a fiecdrui sistem de IA pentru care se aplicd acelasi sistem de management al calitatii;
(d) documentatia privind sistemul de management al calitdtii, care acoperd toate aspectele enumerate la articolul 17;

(¢) o descriere a procedurilor instituite pentru a se asigura ca sistemul de management al calititii continud sd fie
adecvat si eficace;

(f) o declaratie scrisd care sd specifice c¢d nu a fost depusd o cerere identici la un alt organism notificat.

3.2.  Sistemul de management al calitdtii este evaluat de organismul notificat, care stabileste dacd acesta satisface cerintele
mentionate la articolul 17.

Decizia se notificd furnizorului sau reprezentantului autorizat al acestuia.

Notificarea respectiva trebuie sd cuprindd concluziile evaludrii sistemului de management al calitdtii si decizia de
evaluare motivata.

3.3.  Sistemul de management al calitdtii, astfel cum a fost aprobat, continud si fie pus in aplicare si mentinut de citre
furnizor astfel incat s rdimand adecvat si eficient.

3.4.  Orice modificare preconizatd a sistemului aprobat de management al calitdtii sau a listei sistemelor de IA cdrora li se
aplicd acesta este adusd la cunostinta organismului notificat, de citre furnizor.

Modificirile propuse sunt examinate de organismul notificat, care decide dacd sistemul de management al calitatii
modificat indeplineste in continuare cerintele mentionate la punctul 3.2 sau dacd este necesard o reevaluare.

Organismul notificat instiinteaza furnizorul cu privire la decizia pe care a luat-o. Notificarea respectivd trebuie sa
cuprinda concluziile examindrii modificarilor si decizia de evaluare motivata.

4, Controlul documentatiei tehnice

4.1. In plus fatd de cererea mentionatd la punctul 3, furnizorul depune o cerere la un organism notificat ales de acesta
pentru evaluarea documentatiei tehnice referitoare la sistemul de IA pe care furnizorul intentioneazi si il introduca
pe piatd sau sd il pund in functiune si ciruia i se aplicd sistemul de management al calitdtii mentionat la punctul 3.

4.2.  Cererea include:
(a) numele/denumirea si adresa furnizorului;

(b) o declaratie scrisd care sd precizeze cd nu a fost depusd o cerere identicd la un alt organism notificat;

(c) documentatia tehnicd mentionatd in anexa IV.

134/144 ELL http://data.europa.cu/eli/reg/2024/1689/oj



JO L, 12.7.2024

RO

4.3.

4.4.

4.5.

4.6.

4.7.

5.2.

5.3.

Documentatia tehnicd este examinatd de organismul notificat. Atunci cand acest lucru este relevant, si limitdndu-se
la ceea ce este necesar pentru a-si indeplini sarcinile, organismului notificat i se acordd acces deplin la seturile de date
de antrenament, de validare si de testare utilizate, inclusiv, dupd caz si sub rezerva unor garantii de securitate, prin
IPA sau prin alte mijloace si instrumente tehnice relevante care permit accesul de la distantd.

La examinarea documentatiei tehnice, organismul notificat poate solicita furnizorului si prezinte dovezi
suplimentare sau sd efectueze teste suplimentare pentru a permite o evaluare adecvatd a conformitdtii sistemului
de IA cu cerintele previazute in capitolul III sectiunea 2. Ori de cate ori organismul notificat nu este satisficut de
testele efectuate de furnizor, organismul notificat efectueaza el insusi direct teste adecvate, dupa caz.

In cazul in care este necesar pentru a evalua conformitatea sistemului de IA cu grad ridicat de risc cu cerintele
prevazute in capitolul IIl sectiunea 2, dupd ce toate celelalte modalitdti rezonabile de verificare a conformititii au fost
epuizate ori s-au dovedit a fi insuficiente si in urma unei cereri motivate, organismului notificat i se acord3, de
asemenea, acces la modelele de antrenament sau modelele antrenate ale sistemului de IA, inclusiv la parametrii sii
relevanti. Acest acces face obiectul dreptului existent al Uniunii privind protectia proprietdtii intelectuale si al
secretelor comerciale.

Decizia organismului notificat se notificd furnizorului sau reprezentantului autorizat al acestuia. Notificarea
respectiva trebuie sd cuprindd concluziile examindrii documentatiei tehnice si decizia de evaluare motivata.

In cazul in care sistemul de IA este in conformitate cu cerintele previzute in capitolul III sectiunea 2, organismul
notificat elibereazd un certificat de evaluare a documentatiei tehnice al Uniunii. Certificatul indici numele/denumirea
si adresa furnizorului, concluziile examindrii, conditiile (dacd existd) de valabilitate si datele necesare de identificare
a sistemului de IA.

Certificatul si anexele sale contin toate informatiile relevante care si permitd evaluarea conformitatii sistemului de TA
si controlul sistemului de IA in timpul utilizdrii acestuia, dupd caz.

In cazul in care sistemul de IA nu este conform cu cerintele prevazute in capitolul III sectiunea 2, organismul
notificat refuzd eliberarea unui certificat de evaluare a documentatiei tehnice al Uniunii si informeaza solicitantul in
consecintd, indicAnd motivele detaliate ale refuzului siu.

In cazul in care sistemul de IA nu indeplineste cerinta referitoare la datele utilizate pentru antrenarea sa, va fi
necesard reantrenarea sistemului de IA inaintea depunerii cererii pentru o noud evaluare a conformitatii. in acest caz,
decizia de evaluare motivatd a organismului notificat prin care se refuzd eliberarea certificatului de evaluare
a documentatiei tehnice al Uniunii contine consideratii specifice privind calitatea datelor utilizate pentru antrenarea
sistemului de IA, in special cu privire la motivele neconformitatii.

Orice modificare a sistemului de IA care ar putea afecta conformitatea sistemului de IA cu cerintele sau cu scopul
preconizat al acestuia este evaluatd de organismul notificat care a eliberat certificatul de evaluare a documentatiei
tehnice al Uniunii. Furnizorul informeaza organismul notificat in cauzd cu privire la intentia sa de a introduce
oricare dintre modificdrile mentionate anterior sau in cazul in care ia cunostintd in alt mod de aparitia unor astfel de
modificdri. Organismul notificat evalueazd modificarile planificate si decide pentru care din acestea este necesard
o0 noud evaluare a conformititii in concordantd cu articolul 43 alineatul (4) sau dacd acestea ar putea fi abordate prin
intermediul unui supliment la certificatul de evaluare a documentatiei tehnice al Uniunii. In acest din urmi caz,
organismul notificat evalueazd modificrile, ii notificd furnizorului decizia sa si, in cazul in care modificarile sunt
aprobate, ii elibereazd un supliment la certificatul de evaluare a documentatiei tehnice al Uniunii.

Supravegherea sistemului de management al calitdtii aprobat.

Scopul supravegherii efectuate de organismul notificat mentionat la punctul 3 este de a asigura faptul cd furnizorul
respectd in mod corespunzitor termenele si conditiile sistemului de management al calitdtii aprobat.

In scopul evaludrii, furnizorul permite organismului notificat si aibd acces la sediul in care are loc proiectarea,
dezvoltarea sau testarea sistemelor de IA. In plus, furnizorul comunicd organismului notificat toate informatiile
necesare.

Organismul notificat efectueazd misiuni de audit periodice, pentru a se asigura cd furnizorul mentine si aplicd
sistemul de management al calititii, si prezintd furnizorului un raport de audit. In contextul acestor audituri,
organismul notificat poate efectua teste suplimentare ale sistemelor de IA pentru care a fost emis un certificat de
evaluare a documentatiei tehnice al Uniunii.

ELL: http://data.europa.cu/eli/reg/2024/1689/oj
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ANEXA VIII

Informatiile care trebuie si fie prezentate la inregistrarea sistemelor de IA cu grad ridicat de risc in
conformitate cu articolul 49

Sectiunea A — Informatiile care trebuie sd fie prezentate de furnizorii de sisteme de IA cu grad ridicat de risc in conformitate
cu articolul 49 alineatul (1)

Se furnizeaza si, ulterior, se actualizeazd urmatoarele informatii referitoare la sistemele de IA cu grad ridicat de risc care se
inregistreazd in conformitate cu articolul 49 alineatul (1):

1. Numele/denumirea, adresa si datele de contact ale furnizorului.

2. In cazul in care transmiterea informatiilor este efectuatd de o altd persoand in numele furnizorului, numele, adresa si
datele de contact ale persoanei respective.

3. Numele, adresa si datele de contact ale reprezentantului autorizat, dupa caz.

4. Denumirea comerciald a sistemului de IA si orice referintd suplimentard lipsitd de ambiguitate care permite
identificarea si trasabilitatea sistemului de IA.

5. O descriere a scopului preconizat al sistemului de IA si a componentelor si functiilor sprijinite prin acest sistem de
IA.

6. O descriere de bazd si concisd a informatiilor utilizate de sistem (date, date de intrare) si a logicii sale de functionare.

7. Statutul sistemului de IA (pe piatd sau in functiune; nu mai este pe piatd/in functiune, rechemat).

8. Tipul, numarul §i data expirdrii certificatului eliberat de organismul notificat si denumirea sau numdrul de

identificare al organismului notificat respectiv, dupd caz.

9. O copie scanatd a certificatului mentionat la punctul 8, dupd caz.

10.  Orice stat membru in care sistemul de IA a fost introdus pe piatd, pus in functiune sau pus la dispozitie in Uniune.

11. O copie a declaratiei de conformitate UE previzutd la articolul 47.

12.  Instructiuni de utilizare electronice; aceste informatii nu se furnizeazd pentru sistemele de IA cu grad ridicat de risc
in domeniul aplicarii legii si al migratiei, al azilului si al gestiondrii controlului la frontiere mentionate in anexa III
punctele 1, 6 si 7.

13.  Un URL pentru informatii suplimentare (optional).

Sectiunea B — Informatiile care trebuie si fie prezentate de furnizorii de sisteme de IA cu grad ridicat de risc in conformitate
cu articolul 49 alineatul (2)

Se furnizeazd si, ulterior, se actualizeazd urmdtoarele informatii referitoare la sistemele de IA care se inregistreazd in
conformitate cu articolul 49 alineatul (2):

1. Numele/denumirea, adresa si datele de contact ale furnizorului.

2. In cazul in care transmiterea informatiilor este efectuati de o altd persoand in numele furnizorului, numele, adresa si
datele de contact ale persoanei respective.

3. Numele, adresa si datele de contact ale reprezentantului autorizat, dupi caz.

4. Denumirea comerciald a sistemului de IA si orice referintd suplimentard lipsitd de ambiguitate care permite
identificarea si trasabilitatea sistemului de IA.

5. Descrierea scopului preconizat al sistemului de IA.

6. Conditia sau conditiile prevdzute la articolul 6 alineatul (3) pe baza cdrora sistemul de IA este considerat ca
neprezentdnd un grad ridicat de risc.

7. Un scurt rezumat al motivelor pentru care sistemul de IA este considerat ca neprezentind un grad ridicat de risc in
aplicarea procedurii previzute la articolul 6 alineatul (3).

8. Statutul sistemului de IA (pe piatd sau in functiune; nu mai este pe piatd/in functiune, rechemat).

9. Toate statele membre in care sistemul de IA a fost introdus pe piatd, pus in functiune sau pus la dispozitie in Uniune.
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Sectiunea C — Informatiile care trebuie si fie prezentate de implementatorii de sistemele de IA cu grad ridicat de risc in
conformitate cu articolul 49 alineatul (3)

Se furnizeaza i, ulterior, se actualizeazd urmitoarele informatii referitoare la sistemele de IA cu grad ridicat de risc care se
inregistreazd in conformitate cu articolul 49:

1. Numele/denumirea, adresa si datele de contact ale implementatorului.

2. Numele, adresa si datele de contact ale oricirei persoane care transmite informatii in numele implementatorului.
3. URL-ul introducerii sistemului de IA in baza de date a UE de citre furnizorul siu.

4. Un rezumat al constatdrilor evaludrii impactului asupra drepturilor fundamentale, efectuatd in conformitate cu

articolul 27.

5. Un rezumat al evaludrii impactului asupra protectiei datelor care a fost efectuatd in conformitate cu articolul 35 din
Regulamentul (UE) 2016/679 sau cu articolul 27 din Directiva (UE) 2016/680, astfel cum se specificd la articolul 26
alineatul (8) din prezentul regulament, dupd caz.
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ANEXA IX

Informatiile care trebuie si fie prezentate la inregistrarea sistemelor de IA cu grad ridicat de risc
enumerate in anexa III in legiturd cu testarea in conditii reale, in conformitate cu articolul 60

Se furnizeazd si, ulterior, se actualizeazd urmditoarele informatii referitoare la testarea in conditii reale care trebuie
inregistrate in conformitate cu articolul 60:

1. Un numdr unic de identificare la nivelul intregii Uniuni al testarii in conditii reale.

2. Numele/denumirea si datele de contact ale furnizorului sau ale potentialului furnizor si ale implementatorilor
implicati in testarea in conditii reale.

3. O scurtd descriere a sistemului de IA, a scopului siu preconizat si alte informatii necesare pentru identificarea
sistemului.

4. Un rezumat al principalelor caracteristici ale planului de testare in conditii reale.

5. Informatii privind suspendarea sau incetarea testdrii in conditii reale.
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ANEXA X

Actele legislative ale Uniunii privind sistemele informatice la scard largd in spatiul de libertate, securitate i justitie

1. Sistemul de informatii Schengen

(a) Regulamentul (UE) 2018/1860 al Parlamentului European si al Consiliului din 28 noiembrie 2018 privind
utilizarea Sistemului de informatii Schengen pentru returnarea resortisantilor trilor terte aflati in situatie de
sedere ilegald JO L 312, 7.12.2018, p. 1);

Cx

Regulamentul (UE) 2018/1861 al Parlamentului European si al Consiliului din 28 noiembrie 2018 privind
instituirea, functionarea si utilizarea Sistemului de informatii Schengen (SIS) in domeniul verificdrilor la frontiere,
de modificare a Conventiei de punere in aplicare a Acordului Schengen si de modificare si abrogare
a Regulamentului (CE) nr. 1987/2006 (JO L 312, 7.12.2018, p. 14);

(c) Regulamentul (UE) 2018/1862 al Parlamentului European si al Consiliului din 28 noiembrie 2018 privind
instituirea, functionarea si utilizarea Sistemului de informatii Schengen (SIS) in domeniul cooperdrii politienesti
si al cooperdrii judiciare in materie penald, de modificare si de abrogare a Deciziei 2007/533[JAl a Consiliului si
de abrogare a Regulamentului (CE) nr. 1986/2006 al Parlamentului European si al Consiliului si
a Deciziei 2010/261/UE a Comisiei (JO L 312, 7.12.2018, p. 56).

2. Sistemul de informatii privind vizele

(a) Regulamentul (UE) 2021/1133 al Parlamentului European si al Consiliului din 7 iulie 2021 de modificare
a Regulamentelor (UE) nr. 603/2013, (UE) 2016/794, (UE) 2018/1862, (UE) 2019/816 si (UE) 2019/818 in ceea
ce priveste stabilirea conditiilor de acces la celelalte sisteme de informatii ale UE in scopuri legate de Sistemul de
informatii privind vizele (JO L 248, 13.7.2021, p. 1);

=

Regulamentul (UE) 2021/1134 al Parlamentului European si al Consiliului din 7 iulie 2021 de modificare
a Regulamentelor (CE) nr. 767/2008, (CE) nr. 810/2009, (UE) 2016/399, (UE) 2017/2226, (UE) 2018/1240,
(UE) 2018/1860, (UE) 2018/1861, (UE) 2019/817 si (UE) 2019/1896 ale Parlamentului European si ale
Consiliului si de abrogare a Deciziilor 2004/512/CE si 2008/633[JAl ale Consiliului, in scopul reformarii
Sistemului de informatii privind vizele (JO L 248, 13.7.2021, p. 11).

3. Eurodac

Regulamentul (UE) 2024/1358 al Parlamentului European si al Consiliului din 14 mai 2024 privind instituirea
sistemului ,Eurodac” pentru compararea datelor biometrice in scopul aplicarii eficace a Regulamentelor (UE)
2024/1315 si (UE) 2024/1350 ale Parlamentului European si ale Consiliului si a Directivei 2001/55/CE a Consiliului
si al identificarii resortisantilor din tdri terte si a apatrizilor in situatie de sedere ilegald si privind cererile de
comparare cu datele Eurodac prezentate de autoritdtile de aplicare a legii din statele membre si de Europol cu scopul
de a asigura respectarea legii, de modificare a Regulamentelor (UE) 2018/1240 si (UE) 2019/818 ale Parlamentului
European si ale Consiliului si de abrogare a Regulamentului (UE) nr. 603/2013 al Parlamentului European si al
Consiliului (JO L, 20241358, 22.5.2024, ELL http://data.europa.cu/elijreg/204/1358/0j).

4. Sistemul de intrare/iesire

Regulamentul (UE) 2017/2226 al Parlamentului European si al Consiliului din 30 noiembrie 2017 de instituire
a Sistemului de intrarefiesire (EES) pentru inregistrarea datelor de intrare si de iesire si a datelor referitoare la refuzul
intrdrii ale resortisantilor tarilor terte care trec frontierele externe ale statelor membre, de stabilire a conditiilor de
acces la EES in scopul aplicdrii legii si de modificare a Conventiei de punere in aplicare a Acordului Schengen si
a Regulamentelor (CE) nr. 767/2008 si (UE) nr. 1077/2011 (JO L 327, 9.12.2017, p. 20).

5. Sistemul european de informatii si de autorizare privind cilitoriile

(a) Regulamentul (UE) 2018/1240 al Parlamentului European si al Consiliului din 12 septembrie 2018 de instituire
a Sistemului european de informatii si de autorizare privind cildtoriile (ETIAS) si de modificare a Regulamentelor
(UE) nr. 1077/2011, (UE) nr. 515/2014, (UE) 2016/399, (UE) 2016/1624 si (UE) 2017/2226 (O L 236,
19.9.2018, p. 1);

(b) Regulamentul (UE) 2018/1241 al Parlamentului European si al Consiliului din 12 septembrie 2018 de
modificare a Regulamentului (UE) 2016/794 in scopul instituirii Sistemului european de informatii si de
autorizare privind calitoriile (ETIAS) (JO L 236, 19.9.2018, p. 72).
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Sistemul european de informatii cu privire la cazierele judiciare ale resortisantilor tdrilor terte si apatrizilor

Regulamentul (UE) 2019/816 al Parlamentului European si al Consiliului din 17 aprilie 2019 de stabilire a unui
sistem centralizat pentru determinarea statelor membre care detin informatii privind condamndrile resortisantilor
tarilor terte si ale apatrizilor (ECRIS-TCN), destinat sd completeze sistemul european de informatii cu privire la
cazierele judiciare, si de modificare a Regulamentului (UE) 2018/1726 (JO L 135, 22.5.2019, p. 1).

Interoperabilitate

(a) Regulamentul (UE) 2019/817 al Parlamentului European si al Consiliului din 20 mai 2019 privind instituirea
unui cadru pentru interoperabilitatea dintre sistemele de informatii ale UE in domeniul frontierelor si al vizelor si
de modificare a Regulamentelor (CE) nr. 767/2008, (UE) 2016/399, (UE) 2017/2226, (UE) 2018/1240, (UE)
20181726 si (UE) 2018/1861 ale Parlamentului European si ale Consiliului si a Deciziilor 2004/512/CE si
2008/633[JAl ale Consiliului (O L 135, 22.5.2019, p. 27);

(b) Regulamentul (UE) 2019/818 al Parlamentului European si al Consiliului din 20 mai 2019 privind instituirea
unui cadru pentru interoperabilitatea dintre sistemele de informatii ale UE in domeniul cooperirii politienesti si
judiciare, al azilului si al migratiei si de modificare a Regulamentelor (UE) 2018/1726, (UE) 2018/1862 si (UE)
2019/816 (JO L 135, 22.5.2019, p. 85).
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ANEXA XI

Documentatia tehnici mentionati la articolul 53 alineatul (1) litera (a) — documentatia tehnici pentru
furnizorii de modele de IA de uz general

Sectiunea 1
Informatii care trebuie furnizate de toti furnizorii de modele de IA de uz general

Documentatia tehnicd mentionati la articolul 53 alineatul (1) litera (a) contine cel putin urmdtoarele informatii, in functie
de dimensiunea si profilul de risc al modelului:

1. O descriere generald a modelului de IA de uz general, incluzand:

(a) sarcinile pe care modelul este destinat si le indeplineascd, precum si tipul si natura sistemelor de IA in care acesta
poate fi integrat;

(b) politicile de utilizare acceptabile aplicabile;

(c) data eliberdrii si metodele de distributie;

(d) arhitectura si numdrul de parametri;

(¢) modalitatea (de exemplu, text, imagine) si formatul datelor de intrare si de iesire;
(f) licenta.

2. O descriere detaliatd a elementelor modelului mentionate la punctul 1 si informatii relevante privind procesul de
dezvoltare, incluzand urmaitoarele elemente:

(a) mijloacele tehnice (de exemplu, instructiuni de utilizare, infrastructurd, instrumente) necesare pentru integrarea
modelului de TA de uz general in sistemele de IA;

(b) specificatiile de proiectare ale modelului si ale procesului de antrenare, inclusiv metodologiile si tehnicile de
antrenare, principalele optiuni de proiectare, inclusiv justificarea i ipotezele formulate; ce anume este proiectat
sd optimizeze modelul si relevanta diversilor parametri, dupd caz;

(c) informatii privind datele utilizate pentru antrenare, testare si validare, dupd caz, inclusiv tipul §i provenienta
datelor si metodologiile de organizare (de exemplu, curdtare, filtrare etc.), numarul de puncte de date, domeniul
de aplicare si principalele caracteristici ale acestora; modul in care au fost obtinute si selectate datele, precum si
toate celelalte masuri de detectare a caracterului inadecvat al surselor de date si metode de detectare
a prejudecdtilor identificabile, dupd caz;

(d) resursele de calcul utilizate pentru antrenarea modelului (de exemplu, numdarul de operatii in virguld mobil3),
timpul de antrenare si alte detalii relevante legate de antrenare;

() consumul de energie cunoscut sau estimat al modelului.

In ceea ce priveste litera (e), in cazul in care consumul de energie al modelului este necunoscut, consumul de energie
se poate baza pe informatii privind resursele de calcul utilizate.

Sectiunea 2
Informatii suplimentare care trebuie furnizate de furnizorii de modele de IA de uz general cu risc sistemic

1. O descriere detaliatd a strategiilor de evaluare, inclusiv a rezultatelor evaludrii, pe baza protocoalelor si
instrumentelor de evaluare publice disponibile sau a altor metodologii de evaluare. Strategiile de evaluare includ
criterii de evaluare, indicatori si metodologia de identificare a limitdrilor.

2. Dupi caz, o descriere detaliatd a masurilor puse in aplicare in scopul efectudrii de testdri contradictorii interne si/sau
externe (de exemplu, testare de tipul ,echipa rosie”) si de adaptari ale modelelor, inclusiv aliniere si calibrare.
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3.

Dupd caz, o descrierea detaliatd a arhitecturii sistemului, care explici modul in care componentele de software se
bazeazd una pe alta sau se sustin reciproc si se integreazd in prelucrarea general.
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ANEXA XII

Informatiile privind transparenta mentionate la articolul 53 alineatul (1) litera (b) - documentatia
tehnicd pentru furnizorii de modele de IA de uz general citre furnizorii din aval care integreazi

modelul in sistemul lor de IA

Informatiile mentionate la articolul 53 alineatul (1) litera (b) contin cel putin urmatoarele:

1.

O descriere generald a modelului de IA de uz general, incluzand:

(h)

sarcinile pe care modelul este destinat sa le indeplineascd, precum si tipul i natura sistemelor de IA in care acesta
poate fi integrat;

politicile de utilizare acceptabile aplicabile;
data eliberdrii si metodele de distributie;

modul in care modelul interactioneazd sau poate fi utilizat pentru a interactiona cu hardware-ul sau cu
software-ul care nu face parte din model in sine, dupi caz;

versiunile software-ului relevant legat de utilizarea modelului de IA de uz general, dupd caz;
arhitectura si numdrul de parametri;
modalitatea (de exemplu, text, imagine) si formatul datelor de intrare si de iesire;

licenta modelului.

O descriere a elementelor modelului si a procesului de dezvoltare a acestuia, incluzand:

(@)

mijloacele tehnice (de exemplu, instructiuni de utilizare, infrastructurd, instrumente) necesare pentru integrarea
modelului de IA de uz general in sistemele de IA;

modalitatea (de exemplu, text, imagine) si formatul datelor de intrare si de iesire §i dimensiunea maxima
a acestora (de exemplu, lungimea ferestrei de context etc.);

informatii privind datele utilizate pentru antrenare, testare si validare, dupd caz, inclusiv tipul si provenienta
datelor si metodologiile de organizare.
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ANEXA XIII

Criterii pentru desemnarea modelelor de IA de uz general cu risc sistemic mentionate la articolul 51

Pentru a stabili dacd un model de TA de uz general are capabilititile previzute la articolul 51 alineatul (1) litera (a) sau un
impact echivalent acestora, Comisia ia in considerare urmdtoarele criterii:

(a) numdrul de parametri ai modelului;

—

b)  calitatea sau dimensiunea setului de date, de exemplu, masurate in tokenuri;

() volumul de calcul utilizat pentru antrenarea modelului, masurat in operatii in virguld mobild sau indicat printr-o
combinatie de alte variabile, cum ar fi costul estimat al antrendrii, timpul estimat necesar pentru antrenare sau
consumul estimat de energie pentru antrenare;

(d)  modalitatile de intrare si de iesire ale modelului, cum ar fi text citre text (modele lingvistice de mari dimensiuni), text
catre imagine si multimodalitatea, si pragurile conform celui mai avansat stadiu al tehnologiei pentru determinarea
capabilitdtilor cu impact ridicat pentru fiecare modalitate, precum si tipul specific de date de intrare si de iesire (de
exemplu, secvente biologice);

(e) valorile de referintd si evaludrile capabilitdtilor modelului, inclusiv ludnd in considerare numarul de sarcini posibile
fird antrenare suplimentard, adaptabilitatea la invitarea de sarcini noi si distincte, nivelul siu de autonomie si
scalabilitate, instrumentele la care are acces;

(®) dacd are un impact ridicat asupra pietei interne din cauza amplorii utilizarii sale, care este prezumat atunci cind
a fost pus la dispozitia a cel putin 10 000 de utilizatori comerciali inregistrati stabiliti in Uniune;

(@  numdrul de utilizatori finali inregistrati.
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